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Justification and relevance

Over the last decennia we have seen an increase in the interest in regional economic modelling in the Netherlands. To a large extent this is associated with institutional and theoretical developments. Institutionally, the growing formalization of government policy, especially with respect to large infrastructure investment projects, means a demand for clear and accountable models. These models are helpful in carrying out the strict analysis needed to satisfy the accounting rules of the required cost-benefit analyses as written down in the so-called ‘oeei-guideline’ (Eijgenraam et al. 2000), the Dutch official document on accounting rules for cost-benefit analyses. Especially the indirect effects of government investment can best be analyzed using regional economic models. New theoretical developments in regional economic modelling also add to a new and increased scientific interest in applied regional economic models using the new theoretical insights. This new scientific interest in regional economic modelling is based on the so-called New Economic Geography (NEG) that started with the paper by Krugman (1991). In the economic sciences this new way of looking at locations revolutionized both international economics as well as regional economics. Dynamic economic spatial processes are at the heart of these NEG models, making them very well equipped to analyze the effect of changes in the environment and regional contexts such as changes in infrastructure.

The increased governmental and scientific interest in regional economic modelling, leads to a need for an adequate overview of existing economic models for the Netherlands. Moreover, the formalization of the government’s policy asks for a more thorough description of the models at hand such that an evaluation can be given about the usefulness of the models for different purposes. This book aims at providing these descriptions. Four models (RAM, Regina, RAEM and REMI) were presented and comparatively discussed at a meeting organized by the Netherlands Institute for Spatial Research (RIKS) and the Dutch section of the Regional Science Association (RSA) on the 27th of November, 2003. In this volume, these four models – and three additional ones – are formally presented, and their capabilities and usefulness are illustrated by a recent case study. The models are selected on the basis of covering the spectrum of modelling types in the Netherlands and on availability of descriptions. The building blocks of the models are presented in a short but complete discussion of the recent spatial-economic theoretical developments (in the second chapter). In the concluding chapter the spatial economic models are evaluated. A comparison between five of the most applied models presented in this book is made, focussing on their policy-usefulness for (spatial) indirect effects estimation needed in a cost benefit
Theoretical and empirical developments

The second chapter (by Mark Thissen and Frank van Oort) focuses on the theoretical frameworks recently developed and applied in the international literature. The observation that economic activities are not spread homogeneously in space, but clustered in concentrations of different sizes, is an important common element in economic geography, regional economics and the New Economic Geography modelling traditions. The stylised facts of concentration and divergent growth suggest that agglomeration forces (of activities, people and resources) contribute to cumulative regional economic development or lock-in due to their (dis)advantageous location factors. Considering the still growing size of agglomerations, the strength of dispersion effects is not overwhelmingly strong. Regional economic models focus on explaining regional economic development, the location of economic activity and the dynamic processes that lead to present and future economic landscapes. The chapter provides insight in the usefulness of different scientific approaches that focus on the relation between geography and economics. The basic elements of the New Economic Geography and recent reactionary modelling questions raised by the ‘old’ economic geography and by evolutionary economics are described. It is argued that economic processes at work differ over the levels of spatial aggregation, resulting in different models for different spatial problems (neglecting this spatial determinism would lead to ‘ecological fallacies’). Modelling traditions differ in their attempt to examine both the effects of nation wide economic growth on different regions (distributive effects) and the effects of regional economic growth on the national economy (generative effects). Most approaches stress the importance of spatially determined externalities for explaining regional growth differences, but not one single theoretical modelling framework is able to cover this important aspect completely. Thus, besides that it is concluded that alternative modelling approaches have reason for existence alongside the economically superior NEG approach, because these have specific properties (like the quality of labour, low spatial scales of analysis and the relation with mobility) that cannot be incorporated in the NEG approach.

Applications in seven models

From the second and the evaluating final chapter we learn that different processes are distinguishingly important at different spatial aggregation levels, but also at different time stages. Crucial is also how so-called externalities (circumstances outside the firm that influence a firm’s economic performance) are dealt with in the models. For instance, if at a certain spatial aggregation level for a certain time period technological externalities are more important than pecuniary externalities, a model solely focused on technological externalities probably outperforms a more sophisticated model focused on both pecuniary and technological externalities. The reason is that models are generally specialized in certain types of questions, being sophisticated from one point of view and less so from another. Models based on technological externalities are capable of explaining distributive effects. That is, they are capable of explaining why one region has a higher income than other regions given the national economic developments. Models focused on pecuniary externalities also take into account generative effects and thus add dynamic spatial economic effects to the analysis. It is useful to make a distinction between exogenous externalities models and endogenous externalities models. Exogenous pecuniary externalities models take into account the spatial economic effects of pecuniary externalities exogenously (for instance, as fixed effects). They hereby improve their explanatory power for regional development given the national development. However, just like the technological externality models, they lack the feedback effects and thus the dynamic spatial economic interaction, which makes them less useful for simulation analyses.

The R A E M model (presented in the fifth chapter, written by Mark Thissen) and the R E M I model (presented in the third chapter, written by Gerbrand van Bork and Fred Treyz) endogenously focus on pecuniary externalities. Given their focus and associated assumptions of clearing markets with new production facilities and the migration of people, these models are generally focused on the medium to long run and especially equipped for simulation analyses. The R A E M model is based on a strict theoretical basis while the REMI model is based on a more empirical approach with practical shortcuts to overcome certain theoretical difficulties. From the other models, the R E M model (presented in the fourth chapter, written by Eugene Verkaide and Wouter Vermeulen) and the Regina model (presented in the seventh chapter, written by Olaf Koops and Jos Muskens) are examples of models with exogenous pecuniary externalities. They can also be used for shorter time periods.

The R A E M model focuses in its case study on the welfare effects of the damaging of a crucial piece of transport infrastructure (the Van Brienenoord bridge near Rotterdam). The case study of the REMI model focuses on a cost benefit analysis of urbanization alternatives around the agglomeration of Amsterdam. The R A M model focuses on time series analyses and the interaction of employment and population dynamics on the regional level, an often neglected but important interaction mechanism in spatial-economic modelling not included in any other model in the Netherlands. The Regina model is focused on explaining and forecasting employment growth at a lower spatial scale of analyses (N U T S 3 regions and municipalities), and takes many external spatial conditions exogenously into account. None of the other models presented in this volume is spatially as detailed as the Regina model, which focuses on the Dutch province of North Brabant.

The M O B I L E C model is presented in the sixth chapter (written by Floris van de Vooren). This dynamic, interregional model specifies the relationships between the economy, mobility, infrastructure and other regional characteristics. It estimates the effects of transport policy and spatial planning on...
the economy and mobility over time. In the past it focused on infrastructure expansion, rises in mobility tariffs and the promotion of public transport. The main feature of the model is the interaction between transport and the economy: the economy influences mobility, and vice versa. The model thus not only takes into account the direct effects of transport policy on transport but also the indirect effects, i.e. those via the economy.

The regional labour market model of ROA presented in the eighth chapter predicts mismatches between labour supply and demand at the regional level in the medium term. It covers the regional labour market with regard to detailed occupational groups and types of education. Major inputs to this model are the regional forecasts of employment growth by sector, age composition and participation rates at regional level. An advantage is that, in spite of the data constraints, a fairly high level of disaggregation by occupation and education can be achieved at the regional level. The forecasts can therefore be useful both to policy-makers, who can use the regional forecasts at a more aggregate level, and to individual employers who may be interested in the future labour market situation in particular occupational groups. The empirical application concerns labour market prediction in the Dutch province of Gelderland.

The PRIMOS model is an integrated regional demographic and housing market projection model, presented in the ninth chapter by Michiel de Bok, Berry Blije, Jan Brouwer and Hans Heida. Although the model is driven by demographic processes, non-demographic inputs from the housing market and the labour market at the local and regional scale are very important. Over the past years, the model has made a considerable empirical contribution to national and regional policy research. The model generates demographic projections, accounting for changes in the personal lifecycle or household situation, accounting for regional variations in household behaviour. The model determines the employment migration based on regional employment change. The case study concerns housing production projections at NUTS3 regional level in different national scenario’s.

**An evaluation of spatial-economic models with respect to social cost-benefit analysis**

The empirical regional economic models discussed in this volume can be classified with respect to their theoretical and empirical background and their possible capabilities and uses. Arjan Heyma and Jan Oosterhaven took up that task in the final chapter. Taking seriously the notion of ecological fallacy that different processes work at different levels of aggregation, it is obvious that from a theoretical point of view there exists no model that is relevant at all different regional aggregation levels. Heyma and Oosterhaven distinguish five market imperfections in their comparison of models: effects connected to product markets, effects connected to labour markets, external effects (such as knowledge spillovers), international effects and land market effects. The cost-benefit approach presents welfare effects in terms of valued non-market goods and distinguishes between direct and indirect effects and (spatial) generating and (spatial) distribution effects. From the model comparison it can be concluded that additional (indirect welfare) effects of market imperfections in product markets can be derived from most of the models discussed, either by a quasi-production function, an input-output model or an equilibrium approach. In most cases, the additional welfare effects from non-perfect competition can be derived outside the spatial models from the production levels per sector. Knowledge and innovation spillovers are not treated in any of the Dutch spatial models. The fact that these spillovers occur outside market transactions, and therefore should be considered as external effects, may be a reason for this. Extensions of the models in this direction are desirable to account for these spillovers in social cost-benefit analysis of spatial policy interventions.

The extent to which labour market rigidities are modelled varies largely between the models. ROA shows theoretically the most appropriate way in modelling imperfections on the labour market, but the RAME model focuses on regional labour market matching over time more accurately. Heyma and Oosterhaven remark that it is regrettable that none of the models distinguishes between occupational levels — this is a central element in the ROA-model not discussed by them (see the eighth chapter in this book). It is also remarkable that international effects are hardly given attention in most of the Dutch spatial-economic models. In actual policy applications a combination of models is commonly used to estimate the full array of potential indirect effects. Heyma and Oosterhaven formulate the conditions when such an approach is fruitful.
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Theoretical and empirical developments in regional economic modelling
Introduction

The observation that economic activities are not spread homogeneously in space, but clustered in concentrations of different sizes, is an important common element in economic geography, regional economics and the ‘geographical economics (neg)’ modelling traditions. High- and low economic growth regions can be observed, while economic activity appears to be concentrated in large agglomerations of population and economic activity. These stylized facts suggest that concentration of activities, people and resources contribute to regional economic development and can ultimately result in a lock-in effect where agglomerations attract more and more economic activity due to their advantageous location factors. Economic activity would be concentrated in one place if there were no dispersion effects at work as well. However, considering the still growing size of agglomerations, the strength of these dispersion effects are not overwhelmingly strong. Regional economic models try to explain these stylized facts. They focus on explaining regional economic development, the location of economic activity and the dynamic processes that lead to present and future economic landscapes.

In this chapter we will provide insights in the usefulness of different scientific approaches that focus on the relation between geography and economics. We will describe the basic elements of the New Economic Geography and recent reactionary modelling questions raised by the ‘old’ economic geography and by evolutionary economics. Depending on the research (policy) goals and the particular circumstances all approaches are potentially useful. Economic processes at work differ over the levels of spatial aggregation, resulting in different models for different spatial problems (neglecting this spatial determinism leads to ‘ecological fallacies’, Van Oort 2004). Moreover, the modelling traditions differ in their attempt to examine both the effects of nation wide economic growth on different regions (distributive effects) and the effects of regional economic growth on the national economy (generative effects). All approaches stress the importance of spatially determined externalities for explaining regional growth differences, but one single useful modelling framework for this is not available yet (Heyma & Oosterhaven 2005). It is concluded that alternative modelling approaches have reason to exist alongside the New Economic Geography approach, because these have specific properties that cannot be incorporated in the NEG approach.

Formal economic modelling before the New Economic Geography

Strong progression has been made in regional economic modelling over the last decades. In most textbooks on regional economics these developments in economic theory are discussed along historical lines (see Fujita and Thissen...
In this section, we focus on the traditional theoretical modelling and its foundations, focusing on the relation to mainstream non-spatial economics. The mainstream vehicle used in economic analyses is the theory of the competitive equilibrium culminating in the Arrow and Debreu (1954) framework of a competitive general equilibrium. In such a competitive equilibrium, economic actors maximize their utility by producing and consuming goods while operating in a market environment of perfect competition. Moreover, all markets are closed and therefore system prevails where every individual and society gets what it wants given its resource constraints. This basic theoretical framework does not take location or space explicitly into account. Moreover, Starrett (1978) shows that in a homogeneous space the only possible competitive equilibrium that exists is equilibrium without transport costs, i.e., a situation of backyard capitalism where every region produces for his own consumption, and trade is non-existent. The reason for the competitive equilibrium theory to fail explaining the stylized facts of trade and agglomeration lies in the basic presumptions of the theory. The theoretical framework does not allow for scale economies, imperfect competition (firms with market power) and indivisibilities or physical differences in locations (heterogeneous space). The solution to this model is therefore a situation where every firm in a certain location only produces for those living in this location while no trade takes place between locations. Not surprisingly, the scale of operation does not affect the productivity in production in this framework.

Clearly, the outcomes of this mainstream modelling are far from reality where trade among locations plays an important role and where agglomeration and agglomeration forces exist (Hahne 2002). To make the model more realistic, the theory is often extended with technological and pecuniary externalities. Technological externalities are non-market externalities presented by physical geographical differences among locations that are not affected nor induced by the economic process. Pecuniary externalities are endogenous to the economic process and are therefore affected by (and the cause of) economic developments. In order to explain regional economic phenomena, the older regional economic models were based on technological externalities. Standard international trade theory is an example of such a model (Krugman and Obstfeld 1991). In these models a specific location factor is introduced for every distinguished location. Thus, potatoes produced in one location are different from potatoes produced in other locations. Although this model is capable of explaining differences in economic activities among locations (distributive) it is incapable of explaining neither dynamic agglomeration processes nor national generative effects. In other words, in these models space does not play an endogenous role and has therefore no effect on economic development besides the spatial economic distribution of people and activities.

Since the 1990’s a new group of models has been developed following the seminal paper by Krugman (1991). This group of models, generally named New Economic Geography (NEG) models, takes space explicitly into account and attempts to model both technological as well as pecuniary externalities. These models not only introduce specific location factors but also imperfect competition and economies of scale, and are therefore often regarded as a mathematical formalization of older theoretical work in economic geography (Martin and Sunley 1996). The main theoretical vehicle on which these models are based is not competitive equilibrium, but equilibrium with monopolistic competition. These models are able to explain dynamic processes that lead to agglomerations, as well as the persistence of these agglomerations. Because these models are at the edge of the theoretical developments in spatial economic modelling, we will discuss them more thoroughly in the next section. More elaborated introductions can be found in Fujita et al. (1999), Brakman et al. (2001), Fujita and Thisse (2002) and Baldwin et al. (2003).

### New Economic Geography models

#### Driving forces

Models that build on the New Economic Geography theory emphasize spatial agglomeration effects and market imperfections. To take these effects into account markets are not based on perfect competition, but are modelled according to the theory of monopolistic competition. The degree of competition on the different product markets determines the agglomeration strength of the respective sectors, or in other words the degree to which this sector profits from having other firms in its surroundings. The common way of modelling markets operating under perfect competition is now a special case of the more general specification used for imperfect competition. Perfect competition occurs now in the extreme case when there are no agglomeration effects.

Recently some empirical models have been developed that are based on the theoretical framework as described above. This group of computable general equilibrium models are not analytically tractable and have therefore to be solved numerically (see for example Bröcker 2000, Oosterhaven et al. 2001; Thissen 2004). Moreover, due to their highly non-linear nature they are even difficult to solve numerically. Most NEG models used in policy analysis are therefore based on simplifications of the theoretical models that are analytically tractable (see Baldwin et al. 2003 for an overview). We may summarise the working of these NEG model by distinguishing the following five main spatial effects in the model:

1. **The market-access effect.** Monopolistic firms will try to locate themselves in a big market and export to small markets. In this way they minimise transport costs and are the most competitive in all regions.
2. **The variety effect.** Monopolistic firms (and consumers) will try to locate themselves in a big market with the most varieties to gain in productivity (and utility for consumers) via a larger variety of intermediate inputs.
3. **The cost of living effect.** Goods tend to be cheaper in a region with more economic activity since consumers in this region import less and reduce their transport costs. This attracts consumers.
4. **The market-crowding effect.** Monopolistic firms have an incentive...
to locate themselves in regions with few competitors to avoid strong competition.

5. Housing-effect. People have the tendency to migrate to areas with little competition for land and housing, thereby maximizing their utility.

While the first three effects are agglomeration forces, as they encourage agglomeration in the model, the last two effects are dispersion forces. Trade costs, commuting costs and the regional availability of land and housing determine the relative strength of these forces. A model with only agglomeration forces would ultimately lead to an economy concentrated in one single point. A realistic model should therefore take both agglomeration forces as well as dispersion forces into account.

Agglomeration economies and perfect competition
It was already discussed that regional or spatial economic modelling using perfect competition in a general equilibrium framework results in models that ignore regional or spatial economic processes (pecuniary externalities). Theoretical economists sought for alternative market theories that can be used to describe agglomeration effects within the sound theoretical framework of general equilibrium modelling. Although several theoretical frameworks have been tried within empirical and theoretical studies, the dominant and overall accepted theoretical model is based on Krugman (1991) and uses monopolistic competition (Dixit and Stiglitz 1977) to describe the way markets operate. In order to understand regional economic modelling and the models described in this book that focus on this principle (RAEM, REM, CPB, Regina, Mobilec) we present a short introduction in economic market theory focussing especially the differences between perfect and monopolistic competition.

The standard way to model markets in macro-economics and in spatial economics up to two decades ago, is along the lines of perfect competition. The case of perfect competition, which is graphically depicted in Figure 1, is based on the assumption of many suppliers (firms) that have no market power and therefore cannot influence the price. In other words, firms are confronted with a horizontal demand curve (DD), and they optimize profits by deciding upon the size of production given the market price for their products. Firms maximize their profits when the return to an extra unit of production (the marginal revenue \(mr\)) equals the cost of producing this additional unit (the marginal costs \(mc\)). In a perfect competition framework there are no different varieties of products. Thus, all products produced by an economic sector are the same. It is therefore the case that a firm can only decide upon the amount of a product to produce and not on the price he is going to ask for it. There are no quality differences and even the smallest change in the price would therefore lead to an infinite additional demand or no demand at all. Whenever a firm can make a profit because the price is above its average costs, it will face new competitors on the market and the profit will be eroded. In this model it is not possible to explain intra-industry trade between regions.
with non-zero transportation costs because consumers will always buy the cheaper product. The model will therefore predict spatial specialization at the industry level with low transport costs or regional autarkies with high transport costs. The only possible way to incorporate intra-industry trade in this model is therefore to define regional differences in production and turning intra-industry trade into inter-industry trade.

Agglomeration economies and imperfect competition

Monopolistic competition on the other hand is best explained using Figure 2. In the short run, the monopolistic firm faces a demand curve DD and sets its price such that it maximises profits, i.e. such that Marginal Costs (MC) equal Marginal Revenue (MR). The firm makes a profit per product equal to the difference between the price and the average costs. However, profits attract new entrants and shift every firm’s demand curve (PDD) to the left. In the long run equilibrium all profits are eroded and the price equals the Average costs (AC). Monopolistic competition is generally modelled using the Dixit-Stiglitz (1977) approach, in which producers and consumers have a preference for variety. All these varieties are imperfect substitutes. The availability of more varieties allows producers to use a more roundabout production process via an increased variety of intermediate inputs. The increased diversity of inputs allows producers to use a more ‘roundabout’ production process and lowers unit costs at given input prices. This is a variant of the insight given by Ethier (1982). Consumer’s utility depends also on the availability of different varieties, which better fit their preferences.

Using this approach to model monopolistic competition gives us a long-run equilibrium with zero profits where the number of varieties is a function of the substitution elasticity and the fixed costs of production. This substitution elasticity represents the degree of competition and determines the slope of the demand function in Figure 2. Thus, the size of the substitution elasticity between varieties determines the number of varieties produced in every region and, as the number of varieties determines the size of the agglomeration effect, this parameter determines the size of the spatial economies of scale. This modelling framework can be used in the production function above, the investment function (Ethier 1982) and in the utility function of consumers. Besides production becoming more efficient also welfare increases when more product varieties are available in a region. In a monopolistic competition framework there are different varieties of products produced in all regions. There is therefore variety in production within and between regions. In a monopolistic framework there are (quality) differences between products and small changes in the price therefore lead to limited changes in the demand. Every firm is a little monopolist and sets its price to maximise its profits. However, any profit attracts new entrants to the market, and in the long run all profits are eroded. In this model it is possible to explain intra-industry trade between regions with non-zero transportation costs because consumers are interested in different varieties of products. Also agglomeration effects occur due to changes in the local supply of varieties. The model will therefore predict spatial specialization at the industry level for agglomerations of industrial activity. It will also predict differences in productivity among regions and particular varieties of comparable goods are possibly produced in different regions. Thus, opposite to the case of the competitive equilibrium framework, there is no complete specialization.

Policy, spatial interaction and agglomeration

Although the above theoretical framework gives us the possibility to explain stylised facts such as agglomerations and permanent different growth rates of regions, we also need to explain how governments may use these spatial interactions to stimulate economic growth or repair adverse economic effects. Any policy measure that changes the economic shape of a country affects regional economic growth and income distribution. This in turn, may trigger migration and lead to even stronger changes of the economic landscape. The economic morphology of a country is here defined as the time and costs necessary to connect two points in space for economic purposes such as trade or commuting. Policy measures that affect this morphology are physical measures such as transport infrastructure, but also spatial non-neutral taxes or subsidies such as road pricing.

The economic shape of a country is determined by facilities for housing and industry and the time and costs of travelling, trade, and networks, between living and industrial areas. Thus, the economic space of a country not only involves the transport of goods and people, but also the embeddedness of the firm in its environment via its customers and employees and their means of communication i.e. the telephone or the internet. The government may affect the economic shape of the country by, for instance, the construction of road and rail infrastructure that affects the costs of commuting, transporting goods from the factory to the shop, the costs of bringing the goods from the shop to home or bringing the consumer to the place of consumption and, the costs of business travel. However, also new communication infrastructure has an effect on the economic shape of the country by changing search costs for finding the best variety and improving the firms network with other firms in its surrounding. Other policy variables that change the economic shape of a country and which have a regional economic effect are those that influence the location of housing and industries. Housing gives the possibility for consumption and labour to be at a certain location, while industrial areas give the possibility to make use of this labour and have firms in a certain place.

An important part of the effects of policy measures that affect the economic space in NCG models will affect the regional economy via pecuniary effects such as agglomeration economies and dispersion economies. For instance, when a region becomes more accessible due to new infrastructure, productivity may increase by a more roundabout production process and cheaper inputs due to lower transport costs. At the same time utility of consumers increases if they can choose among more variety. This will attract
people from other regions and lead to a larger supply on the local labour market and thereby increased production. The overall effect on production may therefore be that productivity increases exponentially with a rise in the regional scale of operating. This is an example of pecuniary externalities such as introduced in the previous section.

**Interregional trade and agglomeration effects**

Product markets play a crucial role in the effect of changes in the economic space on regional economic development. Product markets are affected by changes in transport infrastructure via regional trade and the labour market. The way product markets are affected by changes in transport infrastructure will be given below as an example how agglomeration effects influence spatial economic developments. The effects of a change in transport costs on product markets in a NEG model with monopolistic competition and pecuniary effects such as agglomeration economies are graphically presented in Figure 3. In this flow diagram the other markets, such as the labour market, are taken Ceteris Paribus. A change in transport costs changes the competitive position of different regions. Firms in a region where transport costs decrease due to a new road will see their products become more competitive (cheaper) on other regional markets, but see also product varieties from other regions become more competitive on the local market. Thus, on the local market the firm faces increased competition that will lead to a competitive disadvantage for local industry and may lead to a decline of productivity in the local region due to scale and scope effects. This decline of local productivity causes the relative price of imports to decrease even more which enhances this negative effect for the region (pecuniary externality). On other regional markets the firm faces the opposite effect. Here the firms’ products become cheaper causing demand and production to rise with positive scale and scope effects and thereby enhancing the firm’s competitive advantage over firms from other regions. Which of the two effects will be dominant depends on the relative dependency of a region to trade and the size of the local market.

Consumers see their access to different markets and more varieties increase. As long as the above mentioned potential negative production effect is not too large, it is expected that they gain from the reduction in transport costs. Thus, here we see how a change in transport costs may cause changes in demand and production via scale and scope effects that will lead to both national generative and interregional distributive results. Moreover it was shown that this might lead to cumulative processes via pecuniary externalities that result in far stronger effects than those in models without agglomeration effects.

**Externalities and the need for other theoretical frameworks and models**

The New Economic Geography models include space, but are primarily based on economics. Although there are many overlapping interests, the NEG modelling tradition is in many respects different from ‘old’ economic geography, specifically in accepting general equilibrium models and disregarding detailed and specific attributes of cities, regions and international relations. Especially the explanatory power of spatial externalities in terms of knowledge spillovers remains a black box until today (Van Oort 2004). But opening up the black box of the exact working of externalities comes at the cost of less structured and complete modelling (Van Oort 2004). Martin and Sunley (1996) mention, for instance, the differences in the weights of the factor levels of spatial scale and the acceptance of heterogeneous actors and non-economic (e.g.: psychological and socio-political) factors. Another important difference is the acceptance of general and specific spatial behaviour and structures. ‘Old’ economic geography emphasizes the existence of heterogeneity and specific situations where it is not always useful to work with that kind of models but with case-studies for cities, regions or international relations. In the NEG approach, one of the main issues is the thesis that the forces converging in, or leading towards, an equilibrium state – increasing returns, economies of scale, monopolistic competition and the relation of transport costs and wages – are independent of scale (‘spatial scale-free processes’). In the words of Brakman et al (2001, p323): ‘By using highly stylized models, which no doubt neglect a lot of specifics about urban, regional and international phenomena, geographical economics is able to show that the same mechanisms are at work at different levels of spatial agglomeration’. The NEG tradition distinguishes little to no variation in types of firms (sectors), lifecycles of firms (firm formation or incumbent firm growth) and scales within regional and urban space (Lambooy and Van Oort 2004).
Oort 2005). This is what is called the ‘representative firm, region or city’ in NCG analyses. Geographical and evolutionary economic theories and models explicitly depart from this, but have no closed theoretical framework to back-up their findings. Still they shed light on modelling details the NCG will never be able to address (like the quality of labour, low spatial scales of analysis and the relation with mobility), and therefore are interesting in themselves.

Both the ge- and economic geography conceptualizations build on location theory, especially on the concept of externalities or spillovers. Externalities or spillovers occur if an innovation or growth improvement implemented by a certain enterprise increases the performance of other enterprises without the latter benefiting enterprise having to pay (full) compensation. Spatially bounded externalities are related to enterprise’s geographical or network contexts, and are not related to internal firm performance. All discussions of spatial externalities link to a threefold classification, as made by Isard (1960) in which the sources of agglomeration advantages are grouped together as:

1. **Internal increasing returns to scale.** These may occur to a single firm due to production cost efficiencies realized by serving large markets. There is nothing inherently spatial in this concept other than that the existence of a single large firm in space implies a large local concentration of factor employment.

2. **Whether due to firm size or a large initial number of local firms, a high level of factor employment (labour demand) may allow the development of external economies within the group of local firms in a sector:** localization economies.

3. **Or the development of external economies available to all local firms irrespective of sector: urbanisation economies.** Localization economies usually take the form of Marshallian (technical) externalities whereby the productivity of labour in a given sector in a given city is assumed to increase with total employment in that sector. In short, they arise from labour market pooling, creation of specialized suppliers and the emergence of technological knowledge spillovers. The strength of local externalities is assumed to vary, so that these are stronger in some sectors and weaker in others. The associated economies of scale comprise factors that reduce the average cost of producing commodities. External scale economies apply when the industry in which the firm belongs (rather than the firm itself) is large. Under further assumptions on crowding (congestion costs that increase with population triggers dispersion), perfect product and labour mobility within and between locations and the influence of large agents, an urban system is composed of (fully) specialized cities, provided that the initial number of cities is large enough. Once cities exist, urbanisation economies become important as well. The concept of agglomeration externalities in this framework is used by both regional economists and the NCG (Brakman et al. 2001). Urbanisation and localisation economies are essentially investigated at the urban and agglomerated level (Frenken et al. 2004).

Within the ‘old’ geography, especially ‘untraded interdependencies’ that function as externalities and spillovers are the focus of geographical research recently (Sjöberg and Sjöholm 2002). In geography, by history, there has always been a much larger emphasis on spatial differentiation and on the interaction of the relevant urban or regional environment with locational choices made by individual firms and investors than in the NCG models. More general, the main differences between the NCG context of analysis and the geographical one is the role that the treatment of individual choice by entrepreneurs and behaviour play in them. The influential behavioural geographical literature (Webber 1972) focuses on rational choice, incomplete information, limited cognitive capacities of entrepreneurs and differences in information absorption in life stages of firms. Especially newly founded firms (starting entrepreneurs) have limited experience in their business, and locational choices (concerning first location, in-situ growth or movement) will be limited to certain information-dense regions or cities where (transaction) cost minimalisation and profit optimising opportunities are thought to be optimal. Regionally, the living and working location of newborn entrepreneurs will not diverge much. Large urban agglomerations are often better incubator places than other locations in this respect. Relative large product markets, a diverse supply of input factors and common infrastructures are important factors for urban location. The stylised fact that the life phase of (especially new and young) firms in different industries is highly influential on agglomeration is largely ignored in NCG models – the ‘representative firm’ is common in this theory.

Theories focusing on choice and behaviour can be extended to meso- and macro economic growth theories, as in evolutionary economics. Structures are more than the aggregation of individual choices, it is the result of many interactive processes (Boschma and Frenken 2005). Evolutionary economic theory focuses on the creation of new spatial structures, and less on explaining equilibrium states. Within the same spatial and institutional context, firms and entrepreneurs come to different location behaviour. In evolutionary economic theory, ‘new’ industrial locations might occur by means of chance or ‘catastrophes’ (usually lead by the introduction of new technologies). Neo-Schumpeterian, endogenous growth (especially caused by innovation) can cause a process of creative destruction in the ‘old’ agglomerations of economic activity (like the Ruhr-region in Germany) and can develop relative new concentrations elsewhere (like Silicon Valley). Still, after a certain period, agglomerated location occurs on the macro-level again: externalities and spillovers become localised and regional clustering and co-location is profitable (again) firms. From then on, path-dependency becomes important in explaining persisting agglomeration of economic activity. Both ‘old’ geographical theories and the NCG models cannot deal with these phenomena in one single conceptualisation like evolutionary economics can.
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The REMI model for the Netherlands


Introduction

Why the REMI-NEI model?

In recent years there has been an upswing in the need of policy-makers to gain insight into the economic impact and costs and benefits of policy. At the same time there is an ongoing debate on the indirect economic effects of infrastructure projects in the light of the OEI guidelines for cost-benefit analysis (see the contribution of Heyma and Oosterhaven in this book). It is these developments that have led the research consultants of ECORYS to review its own tools for quantifying economic impact. Many of the existing tools (such as I/O analysis, shift-share regression, labour market modules) are only suitable for quantifying partial economic impact, hence we felt the need to improve our tools for this purpose. The search has led to the development by ECORYS, in cooperation with REMI Inc., of the REMI-NEI model for the Netherlands.

Aim of the REMI-NEI model and possible applications

Because of its features the REMI model is particularly suitable for quantifying the impact of policies on the regional and national economy. It can also be used to construct long-term economic scenarios for regions and the Netherlands as a whole. It is less suitable for short-term forecasting, as it is not based on cyclic time-series regressions.

Possible applications of the model are to assess the economic impact of policies in the fields of:

- Infrastructure (rail, road, waterway)
- Mainports (Port of Rotterdam, Schiphol airport)
- Spatial investment (‘Nieuwe Sleutelprojecten’, business estates etc.)
- Labour market policies (training, social security contributions)
- Energy (cost savings programmes etc.)
- The environment

Origin of the REMI-NEI model

The original version of the REMI model was developed at the University of Massachusetts in 1977. In later years it was extended into a model that could be generalized for all states and counties in the US under a grant from the National Cooperative Highway Research Program. Since 1977 a vast literature of international articles has been produced on the model and its extensions and the estimation of equations (see References). The model has now been developed for several regions in Europe, as well as the Netherlands. It has recently been developed for the UK (by ECOTEC), Scotland, Belgium,
The REMI model

Theory

REMI/ECORYS is a regional economic model with new economic geography elements and general equilibrium elements. It is partly a general equilibrium model, because of optimising behaviour of consumers, producers and workers. However the markets in the model do not immediately arrive at new equilibria. Complete input-output relationships are incorporated in its structure, and dynamic responses are estimated using econometric approaches. It has been developed as an applied, structural forecasting and policy analysis model, thus providing a comprehensive description of economic flows, industry relationships, and demographic issues.

The microeconomic foundations of the REMI macroeconomic model are described in Fan, Treyz & Treyz (2000). This theoretical model provides a prototype for incorporating the new economic geography in the applied REMI framework, which was initially implemented in 1980 and has been continually updated and developed. The new economic geography industry structure is monopolistic competition as explained in the introduction to this book.

Given this set of assumptions, cities of differing sizes and industry structures form endogenously. Equilibrium depends not only on the initial conditions but also on the speed of adjustment. As we apply this to the empirical REMI model, the initial economic conditions represent the actual economic and demographic structure of the Netherlands, yet respond to changes in agglomeration economies.

Comparison with other models

With its complete input-output framework REMI has a great deal in common with other models for the Netherlands that have a strong input-output basis. REMI has been systematically compared to HERMIN, Quest II, and Venables and Gasiorek as models internationally available used to evaluate European Union investments (Treyz and Treyz 2004). Venables and Gasiorek provide a strong theoretical basis in terms of new economic geography, and its building blocks are individual firms. Quest II is a Multi-Country Business Cycle and Growth model with a strong basis in neo-classical economic theory, assuming rational and foresighted decisions by economic actors; it is limited when it comes to national and international analysis, as it does not provide for local/regional economies. HERMIN is theoretically based on a two-sector, small open economy model with a Keynesian component: the coefficients and functional form vary depending on the implementation, and the modelling approach considers time-series data in determining its specification for any particular country.
Structure of the REMI-NEI model

The REMI model consists of thousands of simultaneous equations while having a relatively straightforward structure. The overall structure of the model can be summarized in five main blocks representing the various markets in the model: (1) output and demand on the market for goods and services, (2) labour and capital demand on labour market and capital market, (3) population and labour force (the labour market), (4) wages, prices and costs, and (5) market shares (the market for goods and services). Figure 1 shows the blocks and their key interactions.

The regional final demand from consumers and the regional output of firms are determined in the output block, which essentially describes the regional markets for goods and services. The labour and capital demand block contains the equations for the demand for labour (on the local labour markets) and the demand for capital (the capital goods market). Regional output and wages determine the demand for (a) labour and (b) capital goods. The regional labour supply is dependent on population (age structure, sex) and interregional migration (the demographic block). In the wages, prices and cost block, wages are influenced by the supply and demand of labour, and prices by production costs. These wages, production costs and prices determine the market shares of regions compared with other regions in the Netherlands and in the international market. Regions with lower cost and price levels will have a larger market share and therefore bigger output than other regions. A more detailed description of the blocks in the model is given in Appendix 1.

The main (regional and national) markets described in the model are:
- The market for goods and services (regional supply and demand for goods and services)
- The labour market (labour supply and demand)
- The market for capital goods (investment)
- The housing market (the housing price equation)

The land and real estate markets (apart from housing prices) are not included in the model.

Important exogenous variables in the model are national forecasts of population, exports and productivity, using the Netherlands Bureau for Economic Policy Analysis (CPB) figures for the long-term European Coordination scenario. Other exogenous variables are transport costs, energy prices and other business costs, commuting costs, taxes and social security contributions. The model has many endogenous variables, for example:
- Gross regional product and gross national product (by industry)
- Exports, productivity
- Employment (by industry) and unemployment
- Participation rates and the labour force
- Wages, prices and housing prices

In the recent new economic geography literature, the advantages and disadvantages of agglomeration can influence a region’s productivity and economic growth. Advantages of agglomeration are e.g. knowledge spillovers, variety of intermediate and consumer goods and variety of labour supply; disadvantages are congestion, rising real estate prices etc. The model incorporates the following aspects of the new economic geography, which were also discussed in the introduction to this book.

Variety of intermediate goods and services (commodity access index). More intermediate goods and services increase productivity in the model, the idea being that more choice gives firms more possibilities to optimize inputs.

Variety of consumer goods and services. In REMI more variety of consumer goods has a positive impact on migration: the idea is that the beneficial effect on consumers of having more access to consumer goods (services of hotels, restaurants etc.) makes regions more attractive.

Labour access. Better access to specialized labour thanks to a bigger pool of workers enhances the productivity of firms in the model. The principle is that the ‘broader labour market’ enables firms to select better workers according to their needs, improving the qualitative match on the labour market. The model applies this concept by allowing more labour supply to have a positive impact on productivity.

Housing prices. Increasing population and per capita income have a positive impact on real estate prices in the model; this increases the cost of production, however, and therefore has a negative effect on regional production growth.

Estimation and implementation

The REMI-NEI model represents the Netherlands as seven regions: North Holland (South) (the ‘COROP’ regions of Greater Amsterdam, the Zaanstad region, the Gooi & Vecht region, Ljmond and Haarlem); Flevoland (the province); Utrecht (the province); Greater Rotterdam (the COROP region); the Rest of South Holland, Southeast Brabant (the COROP region) and the Rest of the Netherlands.

Key data used in the model are the national input-output table, the consumer sector table and wages and income data from the National Accounts of the Netherlands, published by Statistics Netherlands (CBS). Data include wages and salaries and employment for 24 industries, personal consumption expenditure, household income, taxes and disposable income, and personal income. Demographic data from the CBS includes population by single year of age, numbers of births and deaths, international and interregional migration, and natality and survival rate forecasts. Additional data from Eurostat was used to calculate labour force participation rates by age and sex and to forecast national participation rates.

Trade flows by industry were calculated for the 40 COROP regions, which were then aggregated to produce trade flows for the six regions in the model. Trade flows for a given industry are based on regional output, demand, and the distance to other regions. A region-specific distance decay parameter
determines the extent to which trade occurs in a particular industry. These universal parameter estimates are based on cross-sectional time-series data for over 3,000 US counties over a ten-year period, to determine the decay of market shares across distance. This dynamic approach requires a large time-series, cross-sectional data set that is not available for the Netherlands. (Data is also not available for survey-based approaches, particularly in the case of the non-manufacturing industries, which account for over 85% of Dutch employment). Further developments in the model will include distance decay parameter estimates using available European data.

A guiding principle in the design of REMI is maintaining a theoretically consistent framework. The model is calibrated to the data for the particular national, regional, or multi-regional configuration. Parameter estimates are typically based on panel data for a large number of regions over many years. The use of panel data allows for robust parameter estimates within a consistent structural methodology. Estimates based on individual time-series data for a single region do not provide a sufficient statistical basis for consistent model estimation, hence models based on single time series often have ad hoc formulations, with variables added or discarded based on their statistical validity for a limited set of observations.

In order to maintain key dynamic responses that are supported by the data, REMI-NEI is constructed using the best available estimates based on available panel data. To some extent this means relying on estimates based on research into individual equations for the US using data sets and procedures that have been conducted during the 24-year development of REMI, including prospective re-estimation. Migration in response to wage rate and employment changes is based on the largest European data set available, using data for Germany. This provides for a major structural difference between US and European labour markets. Fixed effects for regional migration are calibrated specifically for each of the Dutch regions.

Estimates of distance decay parameters, a central aspect of the regional dimension of the model, will be developed using available European data. Long-term estimated export elasticities calculated by the CPB are also under consideration for incorporation in the model.

A practical case study using REMI-NEI

Policy relevance and the relationship with CBA

As stated earlier, REMI-NEI is mainly a tool for measuring impact, although it can also be used for scenario construction. In this respect it can give policymakers a good insight into the economic impact of different policies. It can be used for Cost Benefit Analysis (CBA), but the researcher has to adapt outputs from the model for this purpose. It gives as output the total economic impact of policies: this is the sum of direct and indirect impacts (CBA terminology). The researcher then has to decide whether the indirect impacts are additional to the direct impacts of policies. The regional structure in the model enables it to give an insight into the regional distributional effects of policies. The output from the model includes agglomeration or scale effects, thanks to the new geography elements.

Figure 2. REMI mechanism for modelling impacts of changes in transport costs on the regional economy

The REMI model for the Netherlands

Application to the Almere-Haarlemmermeer corridor

REMI was recently used to carry out a cost-benefit analysis of urbanization alternatives for the Randstad area and infrastructure in the Haarlemmermeer-Almere corridor. This study was done for the Dutch Ministries of Housing and Environment, Transport, Finance, Agriculture and Economic Affairs. In this example we give some information on the impact of the Haarlemmermeer-Almere corridor, which will need new infrastructure by 2010 because of the growth of housing and economic activity in Almere and the Haarlemmermeer area.

There are two proposed alternatives for the new infrastructure in the Haarlemmermeer-Almere corridor:

- Highway max.: more extension of major highways and regional motorways planned than increase in public transport capacity (rail)
- Public transport max.: less enlargement of major roads and regional motorways planned and more public transport capacity

The direct impacts of these two alternatives are reductions in travel time for commuters and business and leisure travellers. The transport model for the North Randstad area of DHV was used to calculate these induced transport effects (transport flows and time savings). The travel time reductions were translated into transport cost savings for commuters and businesses as inputs to REMI. As the input variable to the model we have used the matrices of transport cost for commuters and businesses between regions. Figure 2 shows the mechanism for assessing the impact on the economy of changes in transport costs.

There are two ways in which a change in transport costs has an impact on the regional economy in REMI:

- A reduction in transport costs for businesses causes lower prices and therefore an increase in the region’s market share, in turn leading to higher production and employment in the region.
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A reduction in travel costs for commuters improves companies’ access to the labour supply, giving them a wider choice of employees, giving rise to a better – qualitative – match on the labour market. This makes companies in the region more productive and brings about an increase in their market shares in other regions and foreign countries. Exports, production and employment therefore go up.

Results
The results from the transport model, translated into reductions in transport costs, yielded the following employment impacts of the Highway maximum alternative.

As figure 3 shows, the North Holland (South) region (Greater Amsterdam, Haarlemmermeer) gains a large increase in employment. The Flevoland region (where Almere is situated) and the Rest of the Netherlands, on the other hand, experience a decrease in employment. The infrastructure between Flevoland (Almere) and North Holland (North) causes reductions in transport costs in both North Holland (North) and Flevoland. When the transport costs in more regions change because of infrastructure changes, however, the relative changes affect the impacts on the regional economy: North Holland (North) has a larger reduction in travel costs than Flevoland. This is reinforced by the fact that the reduction is less important to the industry mix in Flevoland (which has a lower share of manufacturing).

A new insight from the model is the effect of reductions in commuting costs on productivity, which has been neglected in many previous studies on infrastructure. Also new are the agglomeration effects, which are quantified for the first time. Finally, the model shows that some regions might gain from infrastructure changes, but others might lose, depending on the relative decrease in costs and market shares. More details can be found in ECORYS (2003).

Conclusions and further research

Evaluation of the model
ECORYS researchers tested the first design of REMI-NEI for plausibility in various ways. First they checked all the data. Secondly, they compared the model’s baseline forecast with the CPB’s long-term EC scenario for the Dutch economy and corrected it on this basis. Thirdly, they tested it with a series of projects (Maasvlakte 2, the Randstad Transrapid Circle, Rotterdam nsp). The direct impacts of these projects from previous studies were used as inputs to the model. The magnitude of the economic results from the model was compared with previous economic impact studies and the literature, and important coefficients in the model were compared with those in other models. Finally, a plausibility check of the mechanisms was carried out. After each test the model was adapted if coefficients were out of line with other insights and the magnitude of results was not in line with the literature and previous studies. CPB gave a second opinion, making important recommendations on the model. This led to an agenda for future research (see below).

Conclusion
The REMI model for the Netherlands is a worthwhile tool for quantifying the economic impact of policies. It incorporates mainstream economic insights and elements from the new geography literature. Economic impacts in the Dutch model are based on the direct impact of policies, ensuring a solid causal mechanism for the quantification of impacts. A good understanding of the quantitative economic impact of policies is important if policy-makers are to have a solid basis on which to make decisions.

Further research
Having applied the model a number of times, we envisage the following possibilities for further research in order to improve it.

- Adding more regions to the model to provide more regional detail in REMI-NEI. Regions are currently added when requested by our clients.
- Re-estimate some labour participation and price elasticity coefficients for the Dutch labour market and goods market.
- Introduce reservation wages (unemployment benefits) in the labour participation equations. The reaction of labour supply to wage changes will be lower than in the US because of unemployment benefits. In order to capture this behaviour on the Dutch labour market we need to introduce reservation wages into the model.
- Commuting patterns as an endogenous variable. Commuting patterns between the regions are currently exogenous in the model, which
means that commuting does not act as an equilibrium-bringing force on the regional labour market in REMI. Because of the importance of commuting to regional labour markets in the Netherlands, we think it is necessary to introduce commuting as an endogenous variable in the model.

- Allow for more disadvantages of agglomeration (new geography elements). At present the only negative agglomeration force in the model is real estate prices. Further research into negative urbanization factors is another interesting option that could improve the model.

**APPENDIX 1. BLOCKS IN THE REMI-NEI MODEL**

This appendix describes the five building blocks and the relationships within them.

**Block 1. Output and demand on the market for goods and services. Key Endogenous Linkages in the Output**

This block contains the output, demand, consumption, investment, government spending, import and export equations. Output for each industry in the home region is determined by industry demand in all regions in the nation, the home region’s share of each market, and international exports from the region.

For each industry, demand is determined by the amount of output, consumption, investment and capital demand in that industry. Consumption depends on real disposable income per capita, relative prices, differential income elasticities and population. Input productivity depends on access to inputs, as the larger the choice set of inputs, the more likely that the input with the specific characteristics required for the job will be formed. In the capital stock adjustment process, investment occurs to fill the difference between optimal and actual capital stock for residential, non-residential, and equipment investment. Government spending changes are determined by changes in the population.
Block 2. Labour and Capital Demand

The labour and capital demand block includes the determination of labour productivity, labour intensity and the optimal capital stocks. Industry-specific labour productivity depends on the availability of workers with differentiated skills for the occupations used in each industry. The occupational labour supply and commuting costs determine firms’ access to a specialized labour force. Labour intensity is determined by the cost of labour relative to the other factor inputs, capital and fuel. Demand for capital is driven by the optimal capital stock equation for both non-residential capital and equipment. Optimal capital stock for each industry depends on the relative cost of labour and capital, and the employment weighted by capital use for each industry. Employment in private-sector industries is determined by the value added and employment per unit of value added in each industry.

Block 3. Population and Labour Force

The population and labour force block includes detailed demographic information on the Dutch regions. CBS population data is used for age, gender and ethnic category, with birth and survival rates for each group. The size and labour force participation rate of each group determines the labour supply. An important feature of the model is that participation rates are endogenous. These vary widely across age, gender, and ethnic category, hence the labour force depends in large part on the population structure of the region. These participation rates respond to changes in employment relative to the potential labour force and to changes in the real after-tax wage rate. In a subsequent version of the model we should like to use the reservation wage (wages minus unemployment benefits) instead of the real wage. Migration includes retirement, military, international and economic migration. Economic migration is determined by the relative real after-tax wage rate, relative employment opportunity and consumer access to variety in comparison to other regions. Migration, economic or non-economic, also varies widely across population groups in the model.
Block 4. Wages, Prices and Costs

This block includes delivered prices, production costs, equipment cost, the consumption deflator, consumer prices, the price of housing, and the wage equation. Economic geography concepts account for the productivity and price effects of access to specialized labour, goods and services. These prices measure the price of industry output, taking access to production locations into account. This access is important because of the specialization of production that takes place within each industry, and because the transport and transaction costs of distance are significant. Composite prices for each industry are then calculated based on the production costs of the supplying regions, the effective distance to these regions, and the index of access to the variety of output in the industry relative to access by other uses of the product.

The cost of production for each industry is determined by the costs of labour, capital, fuel and intermediate inputs. Labour costs reflect a productivity adjustment to account for access to specialized labour, as well as underlying wage rates. Capital costs include those of non-residential structures and equipment, while fuel costs comprise those of electricity, natural gas and residual fuels.

The consumption deflator converts industry prices to prices for consumption commodities. For potential migrants, the consumer price is additionally calculated to include housing prices. Housing price changes from their initial level depend on changes in income and population density.

Wage changes are due to changes in labour supply and demand conditions and changes in the national wage rate. Changes in employment opportunities relative to the labour force and occupational demand determine wage rates by industry.

Block 5. Market Shares

The market shares equations measure the proportion of the local and export markets that are captured by each industry. These depend on relative production costs, the estimated price elasticity of demand, and the effective distances between the home region and each of the other regions. The change in the share of a specific area in any region depends on changes in its delivered price and the quantity it produces compared with the same factors for competitors in that market. The share of local and external markets then drives exports from and imports into the home economy.

Appendix 2. Industries in the REMI-NEI model

Sectors
1. Agriculture, forestry and fisheries
2. Mining
3. Food industry
4. Textile and leather industry
5. Graphical industry
6. Oil industry
7. Chemicals
8. Rubber and plastics industry
9. Metal industry
10. Machine industry
11. Electrotechnical industry
12. Transport equipment industry
13. Wood, furniture and games industry
14. Electricity, gas and water supply
15. Construction
16. Trade and repairs
17. Hotels, cafes and restaurants
18. Transport, storage and communication
19. Financial services
20. Rental and trade in real estate
21. Commercial services
22. Health and welfare
23. Services (other)
24. General Government
The cpb Regional Labour Market Model
A tool for long-term scenario construction
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Introduction

The CPB Netherlands Bureau for Economic Policy Analysis has built a regional labour market model for the Netherlands that projects the regional distribution of population and employment. It will be used in the forthcoming study Welfare and Physical Surroundings as a tool for the construction of long-term quantitative scenarios. As planning of residential and business estate areas or large infrastructural projects requires a long-term horizon, such scenarios can generate valuable input for policy.

Point of departure in creating the model has been that regional population and employment interact simultaneously. The conventional wisdom in regional economic theory has long been that regional wage and unemployment differentials trigger migration, so that labour supply adjusts to shifts in demand. But on the other hand, one could just as well argue that consumer demand and labour supply incite firms to locate near people. Various simultaneous analyses of population and employment have favoured this latter view. Moreover, the equilibrating role of migration seems far from undisputed in the empirical literature, especially with respect to European labour markets.

Most regional models currently providing information to Dutch policy makers do not reflect this potential simultaneity, assuming either regional employment or population developments to be exogenous. This is inadequate in our view, because understanding the population-employment causal relationship is of key importance to effective spatial policy. For example, if regional population growth drives employment growth rather than the other way around, it seems less appropriate to affect the spatial distribution of population and employment by means of labour demand policies (such as investment subsidies).

Elaborate empirical research into the interaction of regional population and employment has been conducted alongside construction of the CPB model. Regional labour market and demographic data have been collected at the corop (Eurostat NUTS3) level, which cover the 1970–2000 period. These data allow for identification of long-term developments. The econometrically estimated equations for net domestic migration and employment growth have a central role in the regional labour market model. As a consequence, it is set up as an empirically founded econometric model rather than a theoretically derived (general equilibrium) model.

Regarding scenarios for national developments as given, our model generates time paths of the regional distribution of population and employment. These variables are embedded in a framework that relates them to labour participation, commuting and unemployment, so that consistent regional labour
accounts are obtained. Given the dominant role of housing markets, the model also includes an equation for growth of the regional housing stock. Finally, demographic variables other than domestic migration are determined, though largely exogenously. Together, the time paths of all these labour market and demographic variables are a valuable input for the spatial scenarios that policy makers demand for.

This chapter is intended as an outline of the CPB regional labour market model and structured in the following way. In the next section we discuss some relevant historic trends, derived from our data on regional population and employment. We interpret these developments and propose a number of stylised facts, which have guided us through constructing the model. The main behavioural equations in the model will be introduced in section 3, and other equations will be briefly discussed here as well. Section 4 explains how the model can be used to generate different population-employment scenarios, and some conclusions and recommendations are drawn in the final section. A brief overview of the model framework, a short description of the database and a map of the regional classification are given in three appendices.

Stylised facts
We introduce the main variables of the CPB model visually. Figure 1 shows population and employment increase between 1970 to 2000, relative to their levels in 1985. In order to highlight regional differences, national growth rates are subtracted. The maps are at the scale of Corop regions, which corresponds to Eurostat NUTS 3 regions. This is also the regional unit in the labour market model.

Large regional differences in growth rates
A first inspection of figure 1 shows that regional differences in growth rates have been substantial. Population growth between 1970 and 2000 varies between around 30% below national average to around 20% above. The variation in regional employment growth is even larger, which is related to a huge increase in labour participation. Moreover, the spatial patterns of population and employment growth appear to be rather similar. For ease of exposition, we split the Netherlands roughly into three parts: the populous western part of the Randstad, the neighbouring high-growth region of the Intermediate zone in the centre of the country and a Periphery, consisting of regions in the north, southwest and southeast. For both variables, growth was highest by far in the Intermediate zone.

Population shifts out of the large cities
From migration data on municipality level one can observe a gradual population shift out of the three largest cities of Amsterdam, The Hague and, to a lesser extent, Rotterdam. Especially during the seventies, many people have migrated away from these cities. Initially, most of the migration was absorbed within the same NUTS 3 region, but surrounding regions have increasingly benefited from this development. On drained land the new province

5. Between 1970 and 2000 population in the Netherlands has increased by 20% and employment by 33% of the 1985 level.
6. This excludes the large growth rate of Flevoland, which is due to a low initial level.
7. The map shows absolute deviations from national growth rates. National employment growth has been larger than national population growth due to an increase in participation. Therefore, variation of regional employment growth is larger than variation of population growth when we do not normalize to national growth rates.
8. From 1970 to 2000 the population in Amsterdam, Rotterdam and The Hague has decreased with about 100,000 people in each city (roughly -15%), whereas the national population has grown with 3 million people (roughly +25%). Population data from 1960 indicate that this process has been going on for a longer time already.
of Flevoland has been created northeast of Amsterdam. Population growth in this province has been spectacular. The province of Utrecht has realized a population growth rate of above thirty percent, which exceeds the national rate by more than ten percent. Over time, this shift has extended to the centre of the country and further to regions such as the southwest of Gelderland and the northeast of Noord-Brabant.

It is tempting to interpret the shift out of the large cities in terms of suburbanization, or urban sprawl. This phenomenon has been observed for many US and European cities over the past century. It is usually explained by a rise in incomes and declining commuting costs. Indeed, welfare in The Netherlands has increased substantially over the past decades. The resulting demand for larger dwellings and lot sizes could not be accommodated within these cities, where the share of houses in the rental sector is large and few dwellings with gardens are available. As a result, people have moved to residential areas outside these large cities or to neighbouring cities. In Almere (Flevoland) for example, large houses can be obtained at relatively low prices and a considerable part of the labour force commutes to Amsterdam. Probably related to this urban sprawl phenomenon, an increase in average commuting distance has been observed. Restrictive spatial policy may have reinforced the population shift.

The role of demographics

Besides domestic migration, regional population growth occurs through natural population increase (birth and decease) and foreign migration. The rate of natural population increase has varied considerably over space and time. For example, the historically dominantly catholic southern provinces of Noord-Brabant and Limburg have witnessed a strong decrease in birth rates during the 1970–2000 period. Consequently, the population in these regions ages faster than the Dutch average. Birth rates have been lowest in the Randstad by far, and within this area they were relatively low in Amsterdam, Rotterdam and The Hague. This development has reinforced the lagging population growth in these cities. On the other hand, net foreign migration has acted as a counterforce. Most foreign migrants have come to the Randstad. Birth rates among these groups tend to exceed birth rates of the indigenous population, so that the large cities appear to rejuvenate nowadays.

Regional employment growth and the Randstad paradox

It is a widespread belief that the Randstad is the ‘engine’ of employment growth in the Netherlands. Although the employment increase has been largest in this area in absolute terms, figure 1 clearly shows that growth rates have been much larger in the Intermediate zone. The general tendency in employment growth can be described as a gradual shift from the three large cities and the relatively rural southwest and north-eastern parts towards the centre and southeast of the country. Again, we observe a high growth rate in Utrecht (it doubles the 1970 – 2000 national growth rate), while growth in the provinces of North and South Holland lags well behind. The provinces of Overijssel and Limburg have done better than the rural and more remote province of Groningen.

Traditional theories, such as the shift-share analysis, relate employment growth to the sectoral breakdown of a region. The larger the share of industries that prosper nationally, the larger the regional growth predicted in this approach. However, the sectoral breakdown (share) alone does not appear to be very helpful in explaining differences in employment growth we observe, because it is rather homogeneous over regions. Moreover, it favours the Randstad whereas employment growth was largest in the Intermediate zone. At the national level, agricultural employment has fallen steadily and many jobs have been lost in restructuring of the more traditional manufacturing industries. Growth has come exclusively from the service sector. One would expect the Randstad, having low agricultural and industrial shares and a large share of services in employment, to experience a higher growth rate than other regions. Instead, the Randstad area as a whole has lagged well behind the Intermediate zone, with its less favourable sectoral structure. We would label this finding as the Randstad paradox. It may be resolved by taking account of other determinants of regional employment growth (so-called shift variables). The strong correlation between employment and population development makes the latter a likely candidate. This would be a first indication that jobs follow people, a conjecture that is investigated more thoroughly in our econometric analysis.

Main building blocks of the CPB model

We introduce here the equations for net domestic migration, employment growth and growth of the housing stock. A brief overview of the model framework is given in appendix 1.

Net domestic migration

Net domestic migration is related to regional housing and labour markets, region-specific amenities and a few other explanatory variables. More precisely, we model the ratio of net migration to the lagged population, so that the variable can be interpreted as regional population growth due to domestic migration. We consider population and migration in the age group 15–64 because results can then be interpreted in terms of potential labour supply. On housing and labour markets, the model distinguishes short-term and equilibrium adjustment effects. This is incorporated by including both growth rates and lagged levels of employment and the housing stock. Employment is spatially weighted in order to account for interregional commuting. Finally, the net migration equation includes region-specific fixed effects that control for heterogeneity such as regional amenities (like natural scenery or historic city centre). The econometric model then takes the following form:
that control for unobserved heterogeneity such as regional comparative advantages (like international accessibility and natural resources). This leads to the following equation for aggregate regional employment growth:

\[ NDM_{i,t} = C_{i}^{m} + 0.8 \Delta HOU_{i,t} - 0.04 (\text{POP}_{i,t} - \overline{\text{HOU}}_{i,t}) + 0.03 \Delta \text{EMP}_{i,t} + \alpha X_{i,t} \]

where:
- \( NDM_{i,t} \): net domestic migration (incoming minus outgoing) in region \( i \) and year \( t \);
- \( \text{POP}_{i,t} \): population in the age group 15–64;
- \( \text{HOU}_{i,t} \): number of housing units; \(^{14}\)
- \( \text{EMP}_{i,t} \): employment (employees in labour years); \(^{15}\)
- \( C_{i}^{m} \): region-specific fixed effect;
- \( X_{i,t} \): other explanatory variables \((k = 1, \ldots, K)\).

Equation 1

Housing markets appear to have a large effect on domestic migration. A one percent increase in the regional housing stock almost leads to an equal increase in the regional population through migration. In addition, there is a small long-run response to disequilibrium on housing markets. \(^{16}\) We also find a negative effect of population density. This may be a reflection of the suburbanization or urban sprawl process that we have described in the previous section.

Employment growth has only a minor short-term effect on migration. In our econometric analysis we have not found a significant long-term response. In addition, we have included the regional value added per worker in the set of explanatory variables, as an indicator for wages. The effect is very small, although statistically significant. This evidence suggests that migration is mainly determined by the housing supply and not by labour demand. However, we should bear in mind that only aggregate net migration is observed. Even if net migration is small, a qualitative adjustment of the regional labour force may still take place. \(^{17}\)

Employment growth

Employment equals realised labour demand, and therefore it relates to both demand and supply side factors. Regional population is a demand side factor in the sense that it exercises local consumer demand. As population potentially supplies labour, it is a supply side factor at the same time. The variable is spatially weighted in order to account for interregional commuting. Other demand side factors we have considered are accessibility, the industry mix (share) and regional value added per worker. The latter variable may reflect economies of agglomeration. The employment growth equation includes region-specific fixed effects that control for unobserved heterogeneity such as regional comparative advantages (like international accessibility and natural resources). This leads to the following equation for aggregate regional employment growth:

\[ \Delta \text{EMP}_{i,t} = C_{i}^{s} + 0.3 \Delta \text{POP}_{i,t} - 0.09 (\overline{\text{EMP}}_{i,t} - \overline{\text{POP}}_{i,t}) + \beta Y_{i,t}^{\text{cor}} \]

where:
- \( C_{i}^{s} \): region-specific fixed effect;
- \( Y_{i,t}^{\text{cor}} \): other explanatory variables \((k = 1, \ldots, K)\).

Equation 2

Clearly, population changes have a much larger impact on employment growth than the other way around. A ten percent increase in the population of a region roughly leads to a three percent increase in employment in the short run. Moreover, deviations from an equilibrium ratio of population to employment are reduced through employment growth by almost ten percent yearly. \(^{18}\) Apparently, adjustment of employment (or capital) plays a more important role in equilibrating regional labour markets than migration.

Amongst the other explanatory variables, both accessibility and the industry mix are statistically insignificant. \(^{19}\) This underlines the limitations of using shift-share analysis to studying regional employment growth in the Netherlands. \(^{20}\) However, in a sensitivity analysis, the industry mix appears to play some role in peripheral regions, where labour markets have been less tight. We do find a small but positive effect of regional value added per worker. In contrast, employment density appears to have a significant negative impact. Through this variable, the employment response to the suburbanization of population (a shift to less densely populated areas) may be reflected.

Although equation 2 shows a model for aggregate regional employment growth, the CPB regional labour market model distinguishes a number of industries. We may divide aggregate employment roughly into industries that produce for local consumption and industries that produce for (inter)national markets. Econometric analysis reveals that in both sectors there is a statistically significant long-run response to deviations from the equilibrium employment-population ratio, and this response is only slightly stronger for production of local consumption goods. The long-run response to these deviations of employment growth in industries that produce for national and international markets indicates the role of labour markets in explaining population-employment interaction. Interestingly, the effect of employment density is found to be significant in the production-for-local-consumption sector only. This sprawl of employment may mimic the sprawl of population, so that the effect of consumer markets is picked up here by employment density instead of population growth.

In the disaggregated models for employment growth, the share of each industry in total regional employment is included. The larger this share, the smaller the scope for employment growth, provided that labour supply is not fully elastic. Indeed we find strong negative effects for most industries, which may suggest that regional labour supply does not fully adjust to demand.
Regional housing supply
Modelling the development of regional housing supply is a difficult issue, because market forces as well as local and national governments play a substantial role. In the cpb model, exogenous scenarios for the development of the regional housing stock can be used. As housing supply arguably responds to regional population and employment changes,23 we have also included an ‘optional’ endogenous equation. This equation distinguishes short and long-run effects similar to the net migration and employment growth equations. It also includes fixed effects that control for regional heterogeneity. It takes the following form:

\[
\Delta \text{HOU}_{i,t} = C_i + 0.02 \Delta \text{POP}_{i,t} - 0.03 (\text{HOU}_{i,t-1} - \text{EMP}_{i,t-1}) + \gamma_k \text{Z}_{i,t}
\]

where:
- \(C_i\): region-specific fixed effect;
- \(Z_{i,t}\): other explanatory variables \((k = 1, \ldots, K)\).

We observe that housing supply accommodates population growth to a minor extent, and that there is a small long-run response to regional labour markets. Fewer houses are built in regions where employment is small relative to the housing stock. Among the other explanatory variables \(Z_{i,t}\), housing density has a negative impact that reflects a preference for space. However, the coefficients in this equation are small. This may indicate that development of the regional housing stock has been rather exogenous to changes in regional population and employment, or that through migration, regional population has adjusted to housing supply rather than the other way around.22

Commuting
Instead of domestic migration, commuting may be an important channel of spatial adjustment of labour supply. In the behavioural equations 1–3 we have dealt with commuting by spatially weighting regional population and employment. In equation 1 for example, net migration to region \(i\) (say Flevoland) may be induced by employment growth in a neighbouring region (Amsterdam). The weight matrices have been estimated on interregional commuting data. They reveal that the spatial scope of commuting as an adjustment mechanism is quite small, in the sense that there are limits to the distances people are prepared to bridge from home to work.

Demographics
Labour supply is an important determinant of regional labour market developments, so demographic factors play an essential role in the cpb model. Labour supply is affected by size, age and gender composition of the regional population, since participation rates differ strongly among gender and age groups. Although one component of regional population change (net domestic migration) is endogenous in our model, we prefer to enter the other components (natural increase and net foreign migration) by means of exogenous scenarios.23 Differences in birth and death rates among regions may for a large part be culturally determined, which is beyond the scope of our regional labour market research. Foreign migration is difficult to model because of heterogeneity. Migration flows over the years have differed with respect to migration motive, labour skills, country of origin, household composition and age structure. Therefore, the long-term spatial scenarios for the Welfare and Physical Surroundings study are generated in cooperation with a more detailed regional demographic model provided by ABF Research.24

Regional labour accounts
Output of the cpb model are projections of consistent regional labour accounts. These are obtained by extending the behavioural equations 1–3 with a number of definitional identities and calculation rules. The net domestic migration equation 1 together with exogenous scenarios for natural population increase and foreign migration yield regional population, distinguishing gender and a number of age groups. Regional population aged between 15 and 65 equals the potential labour force. The regional labour force is computed using national gender and age-specific participation rates.25 Regional employment, distinguishing a number of sectors, is derived from the employment equation 2. A simple commuting model translates employment and labour force into working labour force for each region.26 With all these quantities known regional unemployment follows from definitions.

Generating regional scenarios
The cpb model produces projections of regional population and employment that are input to the forthcoming study Welfare and Physical Surroundings. In this study, four scenarios are presented with a time horizon of 2040. This section discusses some issues concerning scenario construction with our model.

Inputs
The cpb regional labour market model is a top-down model, in the sense that national developments are taken to be exogenous. The underlying assumption is that the spatial distribution of population and employment is not an important determinant of national growth rates.27 All labour market and demographic variables are modelled in deviation of their national values, so that consistency with national developments is maintained. Therefore, important input to the regional scenarios are national scenarios for demographic, employment and other labour market variables.

As we have discussed in the previous section, the model uses exogenous scenarios for net foreign migration and natural population increase. These scenarios are constructed with a more detailed regional demographic model.28 Although this variable may be projected endogenously, scenarios for regional housing supply can be entered into the model as well.
Adjustment to regional labour and housing market equilibria

Given the long-term scope of the spatial scenarios, the dynamic behaviour of the regional labour market model is of particular interest. The main equations of this model distinguish short-term and equilibrium adjustment effects. There is a correcting response to disequilibrium on regional labour and housing markets. This property of the model is crucial to long-run projections, since it guarantees that regional employment, population and housing stock grow in line with each other. Excess population in a region will be counterbalanced by employment growth. A shortage in housing supply with respect to population will be offset by migration in the long run. Furthermore, national trends such as a gradual rise in labour participation and a fall in average household size are accounted for in the regional equilibrium definitions.

Regional heterogeneity

Regional constants, or fixed effects, are included in the equations 1–3 in order to control for unobserved regional heterogeneity. Computed as an average residual, these effects may include regional amenities in the migration equation and comparative advantages in the employment growth equation. Introducing fixed effects variables in an econometric model leads to more reliable estimates of coefficients, but their role in long-run projections is less obvious.19 We have rewritten the equations, so that the fixed effects are replaced by the means of the dependent variables over 1970–2000, and the explanatory variables are demeaned over the same time period. Though formally equivalent, the model can be interpreted more easily in this way. Dependent variables are now equal to their 1970–2000 time averages, to the extent that explanatory variables do not deviate from their averages. For example, net domestic migration to Flevoland will remain large until growth of the housing stock here reduces significantly. Employment growth in the Intermediate zone will remain large, unless population growth shifts to other areas. Note that in this approach we still correct for unobserved regional heterogeneity.

Differentiation of scenarios

Differentiation in population and employment projections for different long-run scenarios can be obtained in a number of ways. Firstly, differentiation enters through exogenous national trends in population, employment, the labour participation rate and the housing stock. Secondly, differentiation can be brought in through the input scenarios (regional differentiation). For example, one can think of different scenarios for regional birth rates and life expectancy, or different foreign migration scenarios. Finally, the elasticities in the model can be varied between scenarios. For example, we may expect that employment growth responds more strongly to labour supply in a high-economic-growth scenario, where national labour markets are tight.20 Scenarios for regional housing supply seem an ideal candidate to differentiate long-run population-employment scenarios. Regional housing supply appears to respond hardly to regional population and employment developments, but it has a large impact on domestic migration. In other words, the variable is rather exogenous but it has the capability to create substantial scenario differentiation. However, one should be careful not to include any specific regional policy in the scenarios beforehand, because policy makers should be able to test their options against the background of different scenarios.

Conclusions

Simultaneous interaction of regional population and employment has been the point of departure in creating the CBR regional labour market model. An exploration of regional population and employment data for the past three decades revealed a shift out of the three largest cities of the Netherlands towards the centre of the country. Urban sprawl, housing markets and regional variation in birth rates largely explains the population shift. The sector structure did not provide much explanation for different regional employment growth rates, because it hardly varied over regions. Moreover, it favoured the Randstad whereas employment growth was largest in the Intermediate zone. In contrast, regional employment growth appeared to be strongly correlated to population growth. Together, these observations tend to suggest that employment has adjusted to the regional development of population much stronger than the other way around.

It is a distinctive strength of the CBR model that its main equations, for net domestic migration and employment growth, have been simultaneously estimated on an extensive dataset. This econometric analysis confirmed that employment growth responds to changes in the regional population, but growth of the regional population is hardly affected by employment growth in turn. In a model for net domestic migration, growth of the regional housing stock appeared to play a dominant role instead.

Some critical remarks are in place, however. The econometric analysis was performed on highly aggregate data. Low net migration rates may very well have hidden qualitative adjustment of the labour force. Similarly, the behaviour of firms may be rather heterogeneous, even within the industry they belong to. A disadvantage of our large period of observation was that only a limited number of explanatory variables could be considered. Data on land and housing prices, wages or the level of education of the labour force would have enriched our investigations substantially, although fixed effects estimation reduces the risk of omitted variables biases. Finally we remark that least squares estimation always produces average effects, whereas the real world is characterised by spatial and temporal heterogeneity. Our analysis appears to fit well the shift of population and employment from the large cities to the Intermediate zone, but it does not necessarily hold in each region for each time period.

Bearing in mind these caveats, our finding that jobs follow people may be understood in two ways. The demand for consumption goods and services increases more or less proportionally with the regional population.
A substantial part of these goods and services, like health care, retail or local governments for example, are produced locally. Firms are thus attracted to consumer demand of growing regions. In addition to consumer markets, they may also be attracted by labour markets, because a population increase entails a larger potential labour force. In line with this explanation, we found a significant effect of population on employment growth in industries that do not produce for local consumption. This would suggest that spatial adjustment on labour markets occurs through movement of capital rather than through domestic migration.

Embedding population and employment projections in consistent regional labour accounts, the CPB model is a useful tool for the construction of long-run scenarios, such as will be presented in the forthcoming study Welfare and Physical Surroundings. The response of migration and employment growth to deviations from regional labour and housing market equilibria makes sure that long-run projections are stable. We incorporate fixed effects in the projections, so that unobserved regional heterogeneity is accounted for and they can be considered more reliable. A sensitivity analysis has marked the scope for such adjusting model elasticities to different scenarios.

Although interregional commuting is endogenous in the model, one should be careful with interpreting its long-run projections at the corop level. Given the steady increase of average commuting distance, housing and labour markets become larger and these regional borders will be more and more arbitrary over time. Instead, modelling regional population and employment at this spatial level of aggregation will allow us to flexibly define a Randstad area, an Intermediate zone and a Periphery. It makes more sense to interpret the long-run projections generated by the CPB model for these areas.

Our research has highlighted the dominance of housing supply in the spatial distribution of population and economic activity. Understanding of regional housing markets, and determinants of housing supply in particular, is thus of key importance to policy makers who are concerned with either spatial planning of residential and business estate areas, or large infrastructural projects. The interplay of government institutions and private initiatives makes modelling housing supply a highly nontrivial issue, which puts a challenge to CPB and regional scientists alike.

APPENDIX 1: BRIEF OVERVIEW OF THE MODEL FRAMEWORK

In this appendix we give a brief overview of the model structure. Demographic variables like population and migration are divided in gender / and age groups). This is necessary because labour participation rates vary considerably among these groups. Labour market variables, like employment, commuting and unemployment are not broken down.

The core of the model is formed by a set of three behavioural equations for:
1. \( NDM \) net domestic migration (equation 1, main text)
2. \( EMP \) employment (equation 2, main text)
3. \( HOU \) housing stock (equation 3, main text)

Besides we use simple calculation rules for:
4. \( PI \) incoming commuting
5. \( PU \) outgoing commuting
6. \( LF \) labour participation rate (gender, age)

Other variables are kept exogenous, but can also be calculated by a simple calculation rule:
7. \( EI \) foreign in migration (gender, age)
8. \( EU \) foreign out migration (gender, age)
9. \( NA \) natural population increase (gender, age)

We have the additional equations:
10. \( NDM_{ij} \) net domestic migration \( i/j \) = simple distribution rules
11. \( POP \) total population = \( POP_i \)
12. \( LF \) total labour force = \( LF_i \)

Finally, the model is then closed by 3 definition equations:
13. \( \Delta POP \) population (gender, age) = \( NDM_i + EI_i - EU_i \)
14. \( BW \) labour force (gender, age) = \( LF_i * POP_i \)
15. \( BW \) unemployment = \( LF - EMP - PU + PI \)

Note that in the model national values for all variables are exogenous. A spreader for each variable guarantees consistency with these national values.
Since 1970 Statistics Netherlands has produced regional sectoral data for COROP regions (Eurostat NUTS3 level), which are consistent with national employment and production in the National Accounts. The regional classification dates from early 1970 and has undergone only a few minor revisions. The Netherlands are divided in 40 NUTS3 regions, which can be added up to the 12 Dutch provinces.

APPENDIX 2: DATA SOURCES

Population data and data on migration flows are based on Municipality Administrations (GBA). Municipalities can easily be added up to COROP regions. The migration data include gross domestic flows between regions and foreign migration flows, distinguishing 2 gender and 7 age groups. Consequently, natural population increase can be obtained as a residual.

Data on the labour force, on commuting and on unemployment are based on the Labour Force Survey (EBS) from Statistics Netherlands. This survey has been held annually since the early nineties. The survey is not automatically consistent with either National Accounts or GBA. At CPB regional labour force and unemployment as well as commuting flows and unemployment are revised to construct consistent regional labour accounts.

Finally, data on the housing stock are produced at Statistics Netherlands, they have been kindly provided to us by A&F Research.

All data used for our analysis can be obtained upon request.

APPENDIX 3: NUTS3 CLASSIFICATION OF THE NETHERLANDS

Randstad
17 Utrecht
18 North of North Holland
19 Alkmaar & surroundings
20 IJmond
21 Haarlem agglomeration
22 Zaanstreek
23 Greater Amsterdam
24 Gooi & Vechtstreek
25 Leiden & Bollenstreek
26 The Hague agglom.
27 Delft & Westland
28 East South Holland
29 Greater Rijnmond
30 Southeast S. Holland

Intermediate Zone
19 Veluwe
20 Achterhoek
21 Arnhem/Nijmegen
22 Southwest Gelderland
23 West North Brabant
24 Middle North Brabant
25 Northeast North Brabant
26 Southeast North Brabant
27 Flevoland

Periphery
1 East Groningen
2 Delfzijl & surroundings
3 Other Groningen
4 North Friesland
5 Southwest Friesland
6 Southeast Friesland
7 North Drenthe
8 Southwest Drenthe
9 South Drenthe
10 North Overijssel
11 Southwest Overijssel
12 Twente
31 Zeeuws Vlaanderen
32 Other Zeeland
33 North Limburg
34 Middle Limburg
35 South Limburg
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Introduction

At the beginning of the 21st century, the University of Groningen and the Free University of Amsterdam embarked on a joint project to develop a multi-sector regional applied general equilibrium model for the Netherlands (RAEM). Following two years of development the model is now finished and can be used for policy analysis.

RAEM is based on monopolistic competition and emphasises spatial agglomeration, dispersion, spatial networks and market imperfections along the lines discussed in the Introduction to the book. The model is especially equipped to evaluate policy on transport infrastructure, although it can easily be extended to analyse the economic effects of other policies. It determines the overall effects of different policy measures and takes indirect effects into account in detail.

Since September 11 2001 fear of terrorist attacks on transport infrastructure has increased. The attacks on trains in Madrid in March 2004 emphasize the focus of terrorists on transport. Threats have been made against the Holland Tunnel in the United States and several tunnels in the Netherlands: the Benelux tunnel in Rotterdam, for instance, has seen increased police surveillance on several occasions. Although the terrorists’ objective may be to achieve the maximum number of casualties, attacks of this kind have direct and indirect economic effects.

The additional costs of transport and commuting due to such attacks involve not only the direct effect of a damaged transport infrastructure but also those of increased security measures, which can be substantial and should therefore be taken into account. The major changes in the whole organization and security of air travel have resulted in large increases in the cost to travellers (in terms of both travel time and money), and these additional costs have economic effects.

As a first case to present the RAEM model we determine the economic effects of such an attack, focusing solely on those due to the spatial disturbance introduced by the attack and abstracting from the direct damage due to the explosion, casualties and possible psychological damage. We also assume at the outset that the transport link will not be rebuilt, as the cost of rebuilding and the temporary spatial distortion are likely to be smaller than the long-term effects of not rebuilding, which are factored in here. The analysis is therefore only for illustrative purposes. The link chosen in the experiment is the Van Brienenoord bridge in Rotterdam: unlike with a bridge, it is difficult to imagine an attack that could result in permanent damage to a tunnel.
The model

The model fits in with the new economic geography theory (NEG) as described in the Introduction to the book and builds on models developed by Venables (1996) and Oosterhaven et al. (2001). Markets operate under conditions of monopolistic competition, with perfect competition as a special case. The choice between monopolistic and perfect competition is based on data on production and trade in the Netherlands and is not made a priori. The estimated degree of competition on the different product markets determines the agglomeration strength of the respective sectors, in other words the degree to which a particular sector benefits from having other firms in its neighbourhood. The equations referred to in the text below are given in Appendix 1.

Although most recent models used in policy analysis resort to simplifying the theoretical models to make them analytically tractable (see Baldwin et al. 2003 for an overview), RAEM does not use these empirical shortcuts and is therefore a theoretically sound and complete model, built in the tradition of general equilibrium models. The main reason for not using simplifications that would simplify the development of the model and analysis using it is the effect that these could have on policy evaluation.

The model identifies all five spatial interactions characteristic of NEG models, as discussed in the Introduction to the book. Trade costs, commuting costs and the regional availability of land and housing determine the relative strength of these forces and thus the economic shape of the country.

Figure 1 gives an overview of the model from the perspective of infrastructure projects. In the figure, changes in transport costs trickle down through the economy, affecting regional (as well as national) economic development. Transport costs affect the labour market via commuting and the possibility of migration (the housing effect and cost-of-living effect), they affect prices directly and affect logistical costs and labour costs (e.g. with respect to salesmen) that influence the production process. The interaction between regional labour supply and demand and wages results in both national and regional changes in vacancies and unemployment. Changes in regional production affect intermediate demand, consumption and variety through the variety effect, the market-access effect and the market-crowding effect. This, then, is a brief description of the main effects operating in RAEM.

General structure of the model

The model uses a multi-sector approach, identifying fourteen sectors in the standard SBI’93 classification. In line with the theoretical framework in the NEG literature, a number of varieties are produced in each sector identified. All these varieties are imperfect substitutes. The model identifies 40 regions in the Dutch COROP classification. Transport costs link the regional goods markets.

An substantial proportion of the indirect effects of transport infrastructure on the regional economy occur through agglomeration effects. If a firm is able to choose between several varieties of imports, it can increase productivity by having a more roundabout production process. At the same time the utility to consumers increases if they have more variety to choose from, producing strong agglomeration effects in regions. If products become more expensive owing to increased transport costs, access to variety decreases: thus productivity declines exponentially with a decline in the scale of operating.

The labour market is based on the Pissarides (2000) approach, incorporating search theory. The unemployed search for jobs in the various regions with a typical search intensity, while firms look for employees and set a number of vacancies. Given the probability of a match, an unemployed person is hired. In the long run, equilibrium labour supply is such that utility is equal to the sum of the forgone utility from search theory. The unemployed search for jobs in the various regions with a typical search intensity, while firms look for employees and set a number of vacancies. Given the probability of a match, an unemployed person is hired. In the long run, equilibrium labour supply is such that utility is equal to the sum of the forgone utility from search theory.

Production and agglomeration

Monopolistic competition is modelled using a nested production function, as in Venables (1996). The first step is to determine what the sectoral demand for goods will be, using a standard Cobb-Douglas production function (1). The second step is to specify regional demand, using a standard Dixit-Stiglitz CES approach (4).
As regards regional demand for goods, it is assumed that the intermediate market operates under conditions of monopolistic competition where the products from different suppliers in the various regions are not perfect substitutes, based on a standard Dixit-Stiglitz regional c\(\varepsilon\)s aggregation

\[
Q_i = \left( \sum_n Q_{ij} \right)^{\frac{1}{\sigma}}
\]

where \(n\) is the number of varieties in region \(i\), \(Q_{ij}\) are the intermediate deliveries from region \(i\) to region \(j\), and \(\sigma\) is the elasticity of substitution between varieties. Sector indices are omitted.

Increased diversity of inputs allows producers to use a more ‘roundabout’ production process and lowers unit costs at given input prices, inherent to this c\(\varepsilon\)s aggregation. This equation allows for agglomeration effects on product markets in NEG models with vertical linkages.

The standard result with monopolistic competition equilibrium is that the number of varieties equals the nominal production divided by the fixed costs times the substitution elasticity. The substitution elasticity between varieties therefore determines the number of varieties produced in each region, and it is the parameter that determines the strength of agglomeration effects.

Utility and consumption

Although consumption is sometimes modelled analogously to production, it is not considered particularly realistic to have constant nominal shares in consumption. We have therefore opted for the linear expenditure function as a more realistic upper tier (6). The lower tier of our Utility function is analogue to the c\(\varepsilon\)s function above discussed. Total income in a region is (7) spent entirely on consumption, of course. The allocation of income to goods by sector is determined by consumer preferences, which are based on the Stone-Geary utility function (14).

Thus love of variety is also assumed. Owing to lack of data, regional substitution elasticity is assumed to be equal for both consumption and intermediate products. The regional spatial demand function (7) and the consumer price of the basket of goods aggregated over the regions (4) is therefore equal for both intermediate demand and consumption.

The labour market

The regional labour market is based on Pissarides’ (2000) search theory, whereby the unemployed search for jobs in the various regions with a region-specific search intensity, while firms look for employees and set a number of vacancies based on the cost of a vacancy and the expected gain from and probability of finding an employee (12). The labour market is closed by this condition, which means that the return to a vacancy equals the cost of a vacancy. Given the probability of a match, an unemployed person is hired. This search behaviour determines the resulting commuting matrix (9).

A short or medium-term version of the model sets limits on migration between regions and leaves open the possibility of regional utility differences.

In the short term we may be satisfied with a model without migration, but in the long run this is inappropriate, as it implies permanent utility differences among regions. If we take amenities such as environmental factors and house prices into account, we would expect labour to migrate towards regions with a higher utility level. In the final equilibrium, the labour supply is such that utility is equal for workers among regions, taking local differences such as those in house prices into account.

In the equation (15) we postulate that the utility of a worker in a region is a multiplicative function of the utility derived from consumption and that derived from living in a region (housing and living environment factors). The utility of amenities is based on the amount of housing available in a region (the number of workers divided by the exogenous housing stock) and region-specific quality factors of the available housing. Housing can be safely assumed to be a ‘normal’ good, in other words we assume that there are decreasing returns to housing. We use the most straightforward decreasing returns function, the logarithmic function (15). In the long run, equilibrium utility is equal between the regions. The model only determines the relative utility level: in other words, the national utility level has to be set for the base solution.

Transport

Our model identifies three types of transport costs, the cost of commuting (as described in the section on the labour market), the transport cost (of transporting goods from the factory to the shop), and the shopping cost, which comprises the search cost of finding the best variety and the cost of bringing the goods home from the shop, or bringing the consumer to the place of consumption. Most models based on monopolistic competition consider the transport of goods from the factory to the shop. While shopping costs may be negligible in the case of a lot of industrial goods, they are definitely not negligible in the case of services, however: for example a hairdresser’s with low transport production.

In all previous studies known to us the transport costs of goods are modelled using iceberg transport costs, but it is quite easy to show that this produces results that are misleading and simply wrong in a multi-sector context, for the following two reasons:

- Transport is produced with the production function of the good transported. This clearly gives wrong results in service sectors and mining sectors.
- The transport costs are a mark-up over the price of the good to the firm transporting the goods, hence a change in mark-up due to a change in transport costs may produce real production effects on the firm via elasticity of demand. In other words, given the effect of declining transport costs, the firm’s sectoral production may also decline, owing to its reduced transport production.
We therefore use a different approach to modelling transport costs. In **RAEM**, transport costs are a mark-up over the price in a competitive transport market where there is one price for transport. This price is set as the numerator in the model. Thus by setting the mark-up of transport costs over the price, we immediately set the real transport production. We can now determine the total transport used in the model: this equals the total nominal value of transported goods times the mark-up (17). We also assume that the demand for transport goods is spread over the country regionally, based on the historical situation (18), as there is little empirical evidence of any relationship between transport production and the location of either transport production or transport consumption. Transport is produced using a production function comparable to the other sectors in the model.

**RAEM** distinguishes between shopping costs and transport costs, shopping costs typically being non-monetary costs, i.e. they are produced and consumed by the household, not by the transport sector. These shopping costs affect regional demand for certain goods, however, so they are included in the mark-up over the price of goods with respect to spatial demand, but omitted with respect to material balances.

**The government**

The role of the government in the model is merely redistributive. It raises income tax to pay for unemployment benefit, which is set at a percentage of the average wage in the Netherlands. Assuming that the government balances its budget, we also know the income tax rate (21).

**Interpreting the model: the main interactions**

The product markets and the labour market are the crucial markets when it comes to the role of transport infrastructure in the economy. The product markets are affected by changes in transport infrastructure via regional trade, and the labour market via workers’ commuting behaviour. The effects of a change in transport costs on product markets are along the lines outlined in the introduction to the book. We therefore simply refer the reader there and continue discussing the effects of the labour market in **RAEM**.

**Effects on the labour market**

A sudden increase in transport costs will have strong repercussions on the economy via the regional labour market. Pissarides’ (2000) approach to modelling the labour market assumes that the unemployed search for jobs in the various regions with a typical search intensity, while firms look for employees and set a number of vacancies. Given the probability of a match, an unemployed person is hired. This search behaviour determines the resulting commuting matrix. The model incorporates unemployment in different regions due to mismatch between searching employees and employers. The labour supply is determined by the long-term equality of the utility of workers among regions, taking local differences such as those in house prices into account. This price of space, determined by the housing stock and the number of people in a region, gives us the equilibrium solution.1

2. For the sake of convenience we assume that the shopping costs of the firm are also internal to the firm. In the case of firms, cf. in particular the search costs and travel costs involved in making business deals.

3. This deviates from the standard Krugman (1980) monopolistic competition model, where there are many possible equilibriums.

4. Higher transport costs will also have an effect on migration, hence on the regional economy. Here too, however, what direction the effect will take is not clear beforehand. Two opposite effects can occur, depending on the size (or economic mass) of the region. If we are in the middle of a conurbation with strong economic activity we can expect people to migrate there because the higher transport costs make commuting to it less attractive. If we have a region with little economic activity we can expect...
people to migrate out of it because commuting costs increase for people there. Figure 2 assumes that the effect of immigration into the region is dominant. Again the effect is heightened by increases in production and associated scale and scope effects.

**Applications**

**RAEM** has been used to answer a number of policy questions since 2000, analysing the effects of: a new rail link between the Randstad area and the North of the Netherlands; a rail link between the main conurbations in the Randstad; a reduction in through traffic; speed limits on trunk roads around Rotterdam; and road pricing.

In addition to these actual applications during the past few years, the model has a broad spectrum of potential research questions that it can answer. It can be used for both impact and forecast analysis. It cannot be used to determine a time path towards a long-term equilibrium, however, as it is based on comparative statics.

**RAEM** is a multipurpose model that can be used (with some adjustments) to answer many regional policy questions. Two types of analysis, impact analysis and prognosis, are possible. The model can be used not only to analyse the future spatial economic effects of policy measures and investment decisions but also to give a prognosis of the spatial distribution of future economic growth (scenario analysis). Table 1 gives an overview of the different policy measures that can be analysed using **RAEM** (the list is not exhaustive, however).

Many types of impact analysis can be carried out using the model. It was developed to analyse the effects of both point and line infrastructure, but it can also be used for other policy measures, for example changes in the railway timetable, road pricing or different plans for the spatial distribution of housing.

In addition to impact analysis, the model can be used to forecast spatial economic development in the Netherlands. It is not particularly well equipped for short-term scenarios, having been specially designed to deal with long-term spatial economic scenarios. It can be used to regionalize the **CPB**’s macro-economic forecasting, infrastructure scenarios (**NVVP**) or scenarios for the regional distribution of housing. It can also be used to estimate trade flows between regions, e.g. aggregated IO tables, as well as forecasting the economic outcomes of different scenarios, as already mentioned.

**Case study**

In this case study we analyse the economic effects of a terrorist attack resulting in an increase in transport costs. These costs can increase as a result of damage to and/or reorganization of infrastructure. Hence not only a direct attack on transport infrastructure, such as the attack in Madrid in 2004, but also the New York attack in 2001 induced a significant rise in transport costs, owing to the security measures that had to be taken. The hypothesis is that

5. It should be noted that an earlier version of the model was used for the first two projects.
6. The model was evaluated as good in a second opinion by SEO for a project on the effect of reducing through traffic.
7. Policy-makers naturally prefer a time path towards the final equilibrium, but this, unfortunately, is a hazardous theoretical path for an economic modeller.

<table>
<thead>
<tr>
<th>Table 1. Possible applications of RAEM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IMPACT</strong></td>
</tr>
<tr>
<td>Effects of changes in generalized transport costs due to:</td>
</tr>
<tr>
<td>Infrastructure link: road, river, rail, passengers, freight</td>
</tr>
<tr>
<td>Timetables: passengers, freight</td>
</tr>
<tr>
<td>Infrastructure node: capacity</td>
</tr>
<tr>
<td>Infrastructure node: capacity</td>
</tr>
<tr>
<td>Road pricing</td>
</tr>
<tr>
<td><strong>PROGNOSIS</strong></td>
</tr>
<tr>
<td>Spatial economic development scenarios:</td>
</tr>
<tr>
<td>Regionalization of national scenarios (<strong>CPB</strong> and <strong>NVVP</strong>)</td>
</tr>
<tr>
<td>Estimating IO tables</td>
</tr>
<tr>
<td>Spatial planning: spatial allocation of housing</td>
</tr>
<tr>
<td>Spatial welfare: social security</td>
</tr>
</tbody>
</table>

the changes in transport costs due to a terrorist attack are significant and have significant negative economic effects. A simulation analysis was carried out to estimate the magnitude of the economic effect of a possible terrorist attack on the Van Brienenoord bridge in the Netherlands. **RAEM** was used to estimate these economic effects. Using **RAEM** has the advantage of not overestimating effects as linear IO models do, it can also take agglomeration effects and imperfect competition into account, and it is strongly based on the recent theory of the New Economic Geography.

**Analysing the economic effects of a terrorist attack on transport infrastructure**

It would seem that we know the maximum effect beforehand: this is simply the cost of rebuilding the destroyed infrastructure and the temporary effect of misallocation of resources during the period that the infrastructure remains damaged. The economic costs may be much higher, however, if transport costs rise permanently, owing to increased security measures and reorganization of the transport system.

Another possibility is not to rebuild the damaged transport link. This would be the best option if the economic cost of not having the link were to be less than the cost of repairing it. In this case, as in the case of a general increase in costs as described above, a more extensive study of the economic effects of a terrorist attack on transport infrastructure is needed.

**Transport costs** Figure 1 showed how changes in transport costs due to terrorist attacks on infrastructure can affect the economy. Changes in these costs directly affect consumption and production decisions via their effect on prices, while at the same time having strong effects on the labour market via commuting and migration behaviour.

---
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**RAEM**: Regional Applied general Equilibrium Model for the Netherlands
The aggregation of the RAEM model that captures the effects mentioned above is too high, however, to estimate transport costs including the complete transport infrastructure and logistics network. We therefore need two models: a transport model that uses trade flows as an input to estimate transport costs given the infrastructure, and a RAEM model to estimate trade flows and production levels given transport costs. The transport model used was Smart (TNO). Figure 3 graphically depicts the interaction between the two models.

Overall economic effects of a terrorist attack on transport infrastructure

The overall effect of a terrorist attack on welfare and production will be negative, as a deterioration in the infrastructure leads always to lower economic growth. The precise magnitude of the regional effects on both the product and labour markets, however, depends on the size (in economic terms) of the region where the attack takes place. The region’s function—as either a residential area or one with a high level of economic activity—also plays an important role. Finally, as agglomeration effects also play a role, the effects on production are likely to differ from one sector of the economy to another. The fact that the spatial effects can be opposite in sign and can occur because of the empirical situation emphasizes the need for an overall applied spatial general equilibrium approach to analyse the effects.

The economic effects

To describe the economic effects of a terrorist attack on the Van Brienenoord bridge we first discuss the effects in the medium to short term. These do not take migration into account and therefore allow for utility differences among regions, which are what drives the emigration that will take place in the long-term model.

Most of the results are presented as percentage changes in the base value. Prices, however, are presented as percentage deviations from the average (here chosen as the denominator). Also, differences in utility are only shown on a cardinal scale, as an ordinal scale is theoretically not corrected. Owing to the fact that any transformation of the utility function will result in the same optimization result.

9. Only four of the fourteen sectors are discussed here because of the limited space available in this publication.

To understand the short-term results obtained from the model we shall now discuss regional and sectoral production and the associated regional labour demand, as shown in Figures 4 and 5 together. The discussion of sectoral production effects covers only the four typical sectors of Agriculture, Industry, Commercial Services and Public Services, which represent the main effects that occur in regional production. We then go on to discuss the effects on regional prices to producers and consumers, and the regional welfare effects that will induce migration among regions in the long run. Finally we discuss the long term effects and the overall effects.
Short term effects on production and the labour market. As Figures 4 and 5 show, the effects are strongest in the regions around the bridge. The Greater Rotterdam region, where the bridge is located, however, reacts completely differently to its disappearance than the regions to the east of the bridge. The main reason for this is the large internal market in the Greater Rotterdam region, the production structure in the various regions, and the relatively small effect in terms of additional transport costs of the terrorist attack in Greater Rotterdam itself. These relatively small effects in Greater Rotterdam are due to the shift of traffic that used to transit Rotterdam via the Van Brienenoord bridge and now uses links to the east, causing increased congestion in those areas and leaving the roads in Rotterdam itself (apart from the links between the two sides of the river) relatively empty.

The large internal market and the relatively small increase in transport costs (especially internally) for the Greater Rotterdam region result in a relative competitive advantage in industrial goods. The associated shift from the labour-intensive service sector towards the labour-extensive industrial sector results in an increase in production (at constant prices) and a reduction in labour demand. The reduced supply of labour (for the whole area around the bridge) because of fewer ‘in-commuters’ also plays a role in pushing up wages in the region and thereby reducing labour demand. The effects on labour supply and demand add up to a decline in unemployment in this area (see Figure 6).

The effects are quite different in the regions to the east of the bridge: transport and commuting costs rise the most, causing labour supply to increase owing to reduced out-migration and reducing these regions’ relative competitiveness. The loss in relative competitiveness in the service sector is smallest with regard to exports and largest with regard to imports. These regions therefore see a shift out of the industrial sector into the (relatively labour-intensive) service sector, resulting in an overall decline in production but an increase in labour demand.

We are left with the two regions of Delft and The Hague, which need to be discussed separately, as they are located next to each other but react completely differently to the increase in transport costs. Delft seems to benefit from the reduction in the usage of the motorway to Rotterdam and The Hague, increasing its access to these large economic markets. Industrial production thus increases in this region, with increased labour demand and reduced unemployment. The increase in transport costs to other regions, however, induces people to demand the relatively unproductive services from their own region, reducing its overall productivity (this makes Delft different from Greater Rotterdam). The Hague region is mainly a service economy (including the seat of government) with a relatively high percentage of services exported to other regions. The reduced demand for the export of services from The Hague to other cities due to the increase in transport costs results in a reduction in service sector production and a loss of productivity (a negative agglomeration effect), inducing both a reduction in labour demand and an increase in unemployment.

10. As the change in competitiveness is relatively small in the case of services such as hairdressing, which are typically produced at the place of consumption.

11. Note that the model does not include foreign countries, so the terms ‘imports’ and ‘exports’ apply exclusively to trade between the Dutch core regions.

12. It could be argued that the location of government is institutionally determined and therefore not affected by changes in transport costs. The model does not take these institutional effects into account, so it may be that the effects on The Hague are slightly exaggerated.

Figure 5. Production in constant prices by region

Figure 6. Changes in the unemployment rate
The other regions of the Netherlands seem to benefit from their increased competitive advantage only in the form of a relative increase in their prices, not an increase in production. To a large extent this is due to the fact that overall production in the Netherlands is limited by the total supply of labour, while the increased demand for transport production and the increased friction on the labour market because of increased commuting costs leave little room for an increase in production.

The changes in unemployment shown in Figure 6 are expected to be a mirror image of the demand for labour. The differences are due to changes in commuting, hence the regional supply of labour. The Greater Rotterdam region is the most surprising here, with the reduced demand for labour more than offset by the willingness of workers to commute to this region.\(^{13}\)

Short term effects on prices Markets are cleared by prices and Figures 7 and 8, showing the regional differences in producer and consumer prices, contain a lot of information on the processes at work to find a new long-term equilibrium.\(^ {14}\) The producer prices show the shock that is administered to the producing sectors. The loss in the regions’ competitiveness due to the increased transport cost mark-up is almost completely offset by a reduction in producer prices as industries try to defend their share of the market. The large market of Greater Rotterdam benefits from the decrease in production prices, as products for the local markets are little affected by rising transport costs. This is certainly not the case with the regions to the east of Greater Rotterdam, where the share of the local market is relatively small, resulting in a sharp increase in prices for the large amounts of imported goods.

The importance of consumer transport costs (consumed and produced by consumers) also becomes clear, from the difference between producer and consumer prices. Where consumer transport costs increase (as is the case to the east of Greater Rotterdam), goods from all regions are affected, so there is no regional terms-of-trade loss, though these additional costs show up in consumer prices and do affect regional welfare.

Short term effects on welfare The regional welfare effects are a combination of the changes in income earned in the regions, commuting, employment and consumer prices. The effects, as shown in Figure 9, are not surprising, considering our previous discussion of the effects that result in regional welfare changes. The whole of the Netherlands is worse off. Only two regions experience a slightly positive effect, owing to a terms-of-trade effect, but these effects are very small. The negative effects are strongest to the east of Rotterdam, where congestion is greatest and the economy is highly dependent on Rotterdam.

Long-term effects In the long run the model also takes migration into account. The effects on prices and production are mitigated mainly by the fact that people can migrate and escape the adverse effect of the increase in transport costs. The effects on prices and the product and labour markets are therefore similar, though smaller, so these are not shown.

\(^{13}\) Note that this is net commuting.

\(^{14}\) When discussing the figures it is important to bear in mind that a large proportion of production consists of services, not only industrial goods, and services are particularly likely to be produced and consumed in the same region.
The migration flows, as shown in Figure 10, follow a pattern similar to that of the welfare effects, as set out above. It is clear, however, that everyone does not migrate to the same regions (the two with a positive welfare effect), as these cannot absorb such large numbers of people. Instead, people leaving the worst affected areas spread out over the rest of the country.

The overall effects Finally we discuss the overall effect and attempt to answer the question of whether or not the bridge should be rebuilt. Owing to limitations of space we do not give a fully fledged cost-benefit analysis here; instead, we confine ourselves to a simple analysis, comparing the cost of the bridge to the change in production.\footnote{Note that we consider a ‘pure’ production effect, only taking the effect of the changes in consumer, producer and worker behaviour into account; we do not monetize other effects such as the value of the total increase in travel time in terms of the value of consumers’ time.}

We have chosen total value added as the best indicator of the additional ‘income earned’ due to the Van Brienenoord bridge. The overall effect of its destruction is a decline in total value added of 0.045 percent. This may look like a small amount, but it still equates to 190 million euros in 2003. We estimate the cost of building a new Van Brienenoord bridge in 2003 at 350 million euros.\footnote{We base the cost of rebuilding the bridge on the actual cost of constructing the second half of it at the beginning of the 1990s, about 250 million euros according to the annual report of the Dutch Ministry of Transport (mit 1993). This, however, was only for half of the bridge and included additional access roads. Assuming that the actual cost of the half of the bridge was 125 million, and allowing for an inflation rate of 3 percent, we arrive at a total cost of rebuilding the bridge of 350 million euros in 2003.}

Given the pay-back time, the best policy would obviously be to rebuild it as soon as possible. This should come as no surprise, as the infrastructure around it is already available and the large regional economy around the Greater Rotterdam area has taken shape based on that infrastructure.

Discussion of the Effects Producer prices are important in explaining the economic effects of the destruction of the bridge. Competition among the regions forces firms to offset their loss of competitiveness due to higher transport costs, which they do by reducing prices. The change in producer prices is therefore a mirror image of the change in transport costs.

The area most affected lies to the east of the destroyed bridge. Congestion is severe in this region, as this is where the alternative routes (and bridges) for commuters between the north and the south of the South-West of the Netherlands are situated. It is in this area, therefore, that the negative welfare effects are greatest.

To understand the effects on the labour markets we also need to take sectoral production and commuting behaviour into account. Commuting determines the actual labour supply in each region and the scope for production there. It is the region’s sectoral competitiveness, however, that determines the level of wages paid and the labour demanded. If the comparative advantage of a region shifts to labour-intensive industries, then, it can happen (as we observed) that total regional production declines while labour demand increases. This also has an effect on the unemployment rates in each region, which, owing to commuting, are averages of the effects in the neighbouring regions.

Conclusions

This chapter has discussed a multi-sector applied regional general equilibrium model for the Netherlands (RAEM). RAEM emphasises spatial agglomeration, dispersion, spatial networks and market imperfections, thereby addressing spatial economics along the lines developed in the new economic geography.
The main theoretical improvement in RAEM is the possibility of using monopolistic competition to describe market behaviour, instead of perfect competition without endogenous spatial economic processes and interactions. This produces a more realistic view of economic development than many older spatial economic models. The model is especially equipped to evaluate policy on transport infrastructure, although it can easily be extended to analyse the economic effects of other policies. It determines the overall effects of different policy measures and takes indirect effects into account in detail.

We presented a case study using the model on the economic effects of a possible terrorist attack on the Van Brienenoord bridge in Rotterdam. Not surprisingly, the conclusion is that we should rebuild the bridge as soon as possible. The analysis showed that the negative effects are strongest in the regions to the east of the bridge. As this is the area where the alternative routes for people using the bridge are situated, this is a plausible result. To understand the effects on the labour market we showed that it is necessary to take a closer look at the sectoral results in each region.

### Appendix A: The mathematical RAEM model

**Production, income, consumption and spatial demand**

Below are the equations describing the Cobb-Douglas production function, nominal labour demand, nominal demand for intermediate goods, the regional price index, total income, the Linear Expenditure System (LES), spatial demand and goods market equilibrium.

\[
\begin{align*}
\text{(1)} & \quad y_{i,s} = A_i \cdot \Pi_{s} \cdot \Phi_{i,s} + \alpha_i, \quad r \neq \text{transport} \\
\text{(2)} & \quad w_{i,s} = \alpha_i \cdot p_{i,s} \cdot y_{i,s} \\
\text{(3)} & \quad p_{i,s}^{d_i} \cdot q_{i,s} = \beta_i \cdot p_{i,s} \cdot y_{i,s}, \quad r \neq \text{transport} \\
\text{(4)} & \quad p_{i,s}^{d_i} = \left( \sum p_{i,s}^{d_i} \right)^{-1} ; \quad r \neq \text{transport} \\
\text{(5)} & \quad T_I = \text{ben} \cdot \sum w_{i,s} + (1 - t) \cdot \sum \frac{l_{i,s} \cdot w_{i,s}}{\sum l_{i,s}} \\
\text{(6)} & \quad c_{i,s} = \theta_{i,s} + \phi_{i,s} \left( T_I - \sum p_{i,s}^{d_i} \cdot \theta_{i,s} \right), \quad r \neq \text{transport} \\
\text{(7)} & \quad d_{t,i,s} = \left( \frac{p_{i,s}^{d_i}}{p_{i,s}} \right)^{\eta_{t,i}} \left( c_{i,s} + \sum q_{i,s} \right) \\
\text{(8)} & \quad y_{i,s} = \sum_{t} d_{t,i,s} \\
\end{align*}
\]

**The labour market and migration**

Here are the equations describing the Beveridge curve, definitions of total labour supplied and demanded, labour market equilibrium, long-term equilibrium with respect to utility (clears migration), consumer utility (we use the LES thus based on the Stone-Geary utility function), utility of amenities and the migration adding-up constraint.

\[
\begin{align*}
\text{(9)} & \quad f_{i,s} = a_i \cdot b_i \cdot u_{i,s} \cdot v_{i,s}^{-\lambda} \cdot e_{i,s}^{-\eta_{i,s}(t_{i,s})} \\
\text{(10)} & \quad \sum_{t} f_{i,s} = \sum h_{i,s} \\
\text{(11)} & \quad \sum_{t} f_{i,s} = a_i - u_{i,s} \\
\text{(12)} & \quad w_{i,s} = \sum u_{i,s} - \frac{f_{i,s}}{a_i - u_{i,s}} \\
\text{(13)} & \quad u = u_{i,s} \\
\end{align*}
\]
(14) \[ u_i' = \sum \phi_{ij} \ln (c_{ij} - \theta_{ij}); \ r \neq \text{transport} \]

(15) \[ u_i' = \ln \left( \left( \frac{L_i}{o_i} \right) \right) \]

(16) \[ \sigma = \sum o_i \]

**Transport**

The equations below define total transport costs, the location of transport production, and the sector price at the destination.

(17) \[ T = \sum \left( t_{ij} \cdot p_{ij} \right); \ r \neq \text{transport} \]

(18) \[ y_i = \frac{\zeta}{T}; \ r = \text{transport} \]

(19) \[ p_{ij} = (1 + t_{ij} + t_{wi}) \cdot p_{ij} \]

**The Government**

The government pays unemployment benefit to the unemployed, which is financed out of income tax. This is described in the following two equations.

(20) \[ \text{ben} = \frac{w \cdot w \cdot \sum t_{ij} \cdot p_{ij} \cdot y_{ij}}{\sigma - \sum \text{un}_i} \]

(21) \[ t = w \cdot w \cdot \frac{\sum \text{un}_i}{\sigma - \sum \text{un}_i} \]

Table 2. List of Variables

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>EXPLANATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>(y_{ij})</td>
<td>Production in region (i) and sector (s)</td>
</tr>
<tr>
<td>(I_{ij})</td>
<td>Labour demand in region (i) and sector (s)</td>
</tr>
<tr>
<td>(q_{ijr})</td>
<td>Intermediate demand for sector (r) goods in region (i) and sector (s)</td>
</tr>
<tr>
<td>(w_{ijr})</td>
<td>Wage rate in region (i) and sector (r)</td>
</tr>
<tr>
<td>(p_{ijr})</td>
<td>Producer price of sector (r) goods in region (i)</td>
</tr>
<tr>
<td>(p_{ijr}')</td>
<td>Dixit-Stiglitz Sector (r) price index in region (i)</td>
</tr>
<tr>
<td>(p_{ijr})</td>
<td>Price at destination of a sector good (r) from region (i)</td>
</tr>
<tr>
<td>(c_{ijr})</td>
<td>Consumption of sector goods (r) in region (i)</td>
</tr>
<tr>
<td>(T_I)</td>
<td>Total income in region (j)</td>
</tr>
<tr>
<td>(d_{ijr})</td>
<td>Trade in sector (r) goods from region (i) to region (j)</td>
</tr>
<tr>
<td>(f_{ij})</td>
<td>Commuting matrix from region (i) to region (j)</td>
</tr>
<tr>
<td>(u)</td>
<td>Unemployed in region (j)</td>
</tr>
<tr>
<td>(v)</td>
<td>Vacancies in region (j)</td>
</tr>
<tr>
<td>(o)</td>
<td>Labour supply in living region (i)</td>
</tr>
<tr>
<td>(\sigma)</td>
<td>Exogenous total labour supply</td>
</tr>
<tr>
<td>(a)</td>
<td>Utility</td>
</tr>
<tr>
<td>(a')</td>
<td>Utility derived from consumption in region (i)</td>
</tr>
<tr>
<td>(a'')</td>
<td>Utility derived from amenities (including housing price) in region (i)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Total transport production and nominal demand</td>
</tr>
<tr>
<td>(\text{ben})</td>
<td>National unemployment benefit</td>
</tr>
<tr>
<td>(r)</td>
<td>Income tax rate</td>
</tr>
</tbody>
</table>

Table 3. List of Parameters

<table>
<thead>
<tr>
<th>SYMBOL</th>
<th>EXPLANATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_{ij}) and (e_{ij}) and (p_{ijr})</td>
<td>Cobb-Douglas scale and share in region (i) and sector (s)</td>
</tr>
<tr>
<td>(\theta_{ijr}) and (\phi_{ijr})</td>
<td>CES floor level of consumption and marginal budget share in region (i) and sector (r)</td>
</tr>
<tr>
<td>(\theta_0) and (\gamma)</td>
<td>Constant and sensitivity parameter for commuting</td>
</tr>
<tr>
<td>(L_{mi})</td>
<td>Housing stock indicator in region (i)</td>
</tr>
<tr>
<td>(\kappa_i)</td>
<td>Regional amenities factor</td>
</tr>
<tr>
<td>(\xi)</td>
<td>Spatial distribution of transport production</td>
</tr>
<tr>
<td>(\epsilon_s)</td>
<td>Substitution elasticity in sector (s)</td>
</tr>
<tr>
<td>(t_{ijr})</td>
<td>Transport cost mark-up of a sector (r) good produced in (i) and consumed in (j)</td>
</tr>
<tr>
<td>(t_{wi})</td>
<td>Shopping cost mark-up of a sector (r) good produced in (i) and consumed in (j)</td>
</tr>
<tr>
<td>(t_{pij})</td>
<td>Commuting costs from region (i) to region (j)</td>
</tr>
</tbody>
</table>
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Introduction

MOBILEC (MOBILITY/ECONOMY) is a dynamic, interregional model that specifies the relationships between the economy, mobility, infrastructure and other regional characteristics. It aims to provide long-term forecasting in the form of scenario analysis and estimate the effects of transport policy and spatial planning on the economy and mobility.

It is able to indicate the consequences of different socio-economic environments for the development of transport and the economy. This scenario analysis is realized by assigning values to the exogenous environment variables in the model, e.g. technological development, the regional structure of production and the degree of urbanization. The dynamic character of the model enables time paths for transport and economic variables to be generated for regions and for the country as a whole.

Starting out from a particular socio-economic environment, the model can estimate the regional and national effects of transport policy on transport and the economy, e.g. infrastructure expansion, rises in mobility tariffs and the promotion of public transport. Being dynamic, it is able to show how the effects on transport and the economy develop over time. The regional effects of transport policy can be applied in spatial planning.

The main feature of the model is the interaction between transport and the economy: the economy influences mobility, and mobility influences the economy. In this respect the model differs from other transport models where it is mostly either the economy that influences transport, or transport that influences the economy. Hence the model takes not only the direct effects of transport policy on transport into account but also the indirect effects, i.e. those via the economy.

Another feature of the model is its dynamic nature. Other transport models are often unable to calculate transport and economic variables in successive periods.

The third feature of the model is interaction between regions, which is important in spatial planning. In the model, regions are influenced by one another, not only by interregional flows of transport but also by investment: savings in one region can be used for investment in another.

The model

The theory

The model is founded on neoclassical growth theory, the core of which is a production function, i.e. a relationship between inputs of production factors and output of commodities, determined by the state of technology. The usual production factors in neoclassical growth theory are labour and capital (stock.
of capital goods). Labour is the size of the working population, which is supposed to grow by an exogenous growth rate. The growth of capital is explained as follows. Production accrues to the population in the form of income, some of which is saved. Savings are used as investment, i.e. an extension of capital. In this way increasing production factors generate growth production and income. Neoclassical theory teaches that all the available production factors are used in the production process, thanks to a flexible price mechanism and perfect competition. The production process therefore results in maximum production and income, and unemployment does not occur. The production factors are paid according to their marginal productivity.

We have restricted this presentation of neoclassical growth theory to the aspects that are important in MOBILEC. In this context we consider the following points: (a) the introduction of regions, (b) the introduction of infrastructure and mobility, (c) the possibility of inequality between savings and investment and (d) the possibility of unemployment.

**Interaction between the economy and mobility**

Each region has a region-specific production function. We identify the production factors labour volume (employment) and stock of capital goods. Traffic infrastructure can be viewed as another production factor, but the total size of the infrastructure should not be regarded as a production function, only the part that is utilized for production. The infrastructure utilized corresponds to mobility for productive ends, expressed in terms of the number of passengers and the number of tons of goods carried by the infrastructure.

Goods transport and business traffic yield productive mobility (expressed as the number of tons or passengers moved between two points in space). If the purpose of the travel is shopping, attending educational courses, visiting/staying, recreation/sport or driving/walking, this is consumptive mobility (expressed as the number of passengers moved between two points in space). Establishing the nature of commuter traffic is more complicated. Commuter traffic is linked to productive performance outside the home and therefore counts as productive mobility. On the other hand, it can be assumed to be the consequence of the consumer’s wish to live in a more attractive environment than where he or she works, and from this angle it should be counted as consumptive mobility. This difficulty is solved by introducing separate mathematical equations for commuter traffic in the model.

The production function relates to productive mobility, not consumptive mobility: here the direction of the causal connection is from mobility to the economy. In the case of consumptive mobility, the consumption function, which describes the relationship between income and consumption, plays a role: here the direction of the causal connection is from the economy to mobility.

**Infrastructure and other regional characteristics**

Infrastructure is a limiting condition – changeable by policy – affecting the total of productive and consumptive mobility and therefore economic
development. Before maximum mobility is reached, the limiting effect of infrastructure is revealed in the form of increased travel time and mobility cost. **Mobility cost** is defined as the generalized transport cost per passenger or per ton (in the case of freight transport). It consists of two parts, travel-distance cost (or the distance cost of mobility) and travel-time cost; travel-time cost is the result of evaluating travel time in monetary terms (Ministry of Transport, Public Works and Water Management 1996). The smaller the difference between actual mobility and maximum possible mobility (infrastructure capacity), the lower the speed of transport and the greater the travel-time cost. The type of infrastructure imposes restrictions on the means of transport and its speed, which are also expressed in the mobility cost.

The model makes use of origin-destination matrices where the quality of accessibility within and between regions is expressed in terms of travel distance, travel time, travel-distance cost and travel-time cost, based on an infrastructure network. It cannot assign transport flows to specific stretches of infrastructure. It generates the flows of transport within a region and between pairs of regions. It takes into account the fact that a region’s infrastructure is utilized by transit traffic between other regions.

Infrastructure is one of the factors that characterize regions. Other **regional characteristics** in the model are technological development, production structure, urbanization (agglomeration economies and diseconomies), level of wage rates, existence of recreation areas, metropolitan character, per capita employment (in connection with commuting), investment premiums and geographical position. Their influence on the economy and mobility is also taken into consideration.

**Specification of the model**
The specification of the model is as follows (for a mathematical presentation of the model see Van de Voorren 2004).

Regional income in period \(t\) determines regional (private) savings in period \(t\), which – depending on the balance of government spending and taxes levied in the region and the region’s balance of payments - are used as (private) investment. To what extent savings are used as investment in the region or elsewhere depends on the capital rate of return in relation to that in other regions. Regional (private) investment is just an extension of the (private) stock of capital goods; hence in the case of positive investments the region has a larger stock of capital goods at its disposal at the beginning of the next period \(t+1\) than at the beginning of period \(t\).

Neoclassical theory teaches that marginal labour productivity determines the (flexible) wage rate. This relationship is reversed in MOBILEC in order to simulate the possibility of unemployment. The wage rate, agreed by employers and employees, is considered as an exogenous (non-flexible) variable and determines marginal labour productivity. The price of productive mobility determines marginal mobility productivity.

The stock of capital goods, marginal labour productivity and marginal mobility productivity in period \(t+1\) – given the production function – simultaneously determine regional product, employment and productive mobility in period \(t+2\). The state of technology, the regional structure of production and the degree of urbanization in period \(t+1\) are exogenous. Regional product accrues to the population in the form of *regional income*, which influences consumptive mobility and commuter traffic. Consumptive mobility also depends on the distance cost of consumptive mobility and travel time as well as the region’s metropolitan character and recreation facilities in relation to other regions. Commuter traffic also depends on the distance cost of commuter traffic and travel time, as well as per capita employment in the region in relation to other regions.

At this point we have reached the end of the cycle of period \(t\) and the process starts all over again: regional income determines regional savings in period \(t+1\), which can be used as investment in the region or elsewhere, and so on. Thus the model simulates a continuous process of development in the economy and mobility. Travel time and mobility costs rise as a result of increasing utilization of the available infrastructure, which has a negative influence on the growth of the economy and mobility.

Substitution can take place between transport modes. Use of a certain mode depends not only on its mobility cost but also on the mobility costs of other modes (consumptive mobility and commuter traffic: distance costs of mobility and travel time instead of mobility costs).

The demand for transport is considered mainly as a *derived demand* from the level of economic activity. The model computes the demand for labour and productive mobility based on the production function and the equations for marginal labour productivity and marginal mobility productivity. The results are as follows:

- The demand for labour depends on regional product and the wage rate;
- the demand for productive mobility of goods (transport of goods) depends on the regional product and the cost of productive mobility of goods;
- the demand for productive mobility of passengers (business traffic) depends on regional product and the cost of productive mobility of passengers.

The model, then, generates the demand for productive mobility as a derived demand, but regional product is endogenous. Consumption mobility and commuter traffic are considered as a derived demand from regional income, which is also an endogenous variable.

**Endogenous and exogenous variables**
The main output that the model produces consists of the following variables:

- regional product/income, employment and investment;
- transport of goods by lorry, train and ship (productive mobility) within regions and between regions;
- transport of passengers by car, train and bus/tram/metro within a region and between regions, split up into business traffic (productive mobility), commuter traffic and other traffic (consumptive mobility).
These regional variables can be aggregated into national variables. They are, by definition, endogenous.

Other endogenous variables are:
- travel time by lorry and bus/tram;
- mobility costs of productive mobility, distance costs of consumptive mobility and commuter traffic;
- marginal labour productivity and marginal mobility productivity;
- stock of (private) capital goods and rate of return on capital.

The costs of productive mobility (per passenger or per ton) between and within regions consist of travel-distance cost and travel-time cost. The prices of consumptive mobility and commuter traffic only include travel-distance cost. Travel-distance cost per kilometre, distances within a region and between regions, and average load per lorry, train and ship/average number of passengers by car are exogenous, as are public transport tariffs. Travel-time cost depends on travel time, which is endogenous in the case of road traffic and exogenous in the case of other traffic. The travel time of road traffic is determined by the extent to which road capacity is utilized. Travel time (including waiting times) by train is considered as an exogenous variable, as it is not directly determined by the utilization of railway infrastructure. Travel time by ship (including waiting times at locks) is considered as an exogenous variable, as waterway infrastructure generally has overcapacity.

All the regional characteristics are represented by exogenous variables, except per capita employment, since employment is an endogenous variable.

Estimation and implementation

MOBILEC-Netherlands (there is also a MOBILEC-Belgium and a MOBILEC-Benelux) identifies 43 regions: 40 ‘COROP’ regions in the Netherlands, the neighbouring countries of Belgium/Luxemburg, Germany, and France.

The model does not distinguish between industries but it does include a variable indicating the regional production structure, which influences the economy and transport. This variable is taken exogenously. Different changes in the regional production structure can be taken into account in a scenario analysis. Transport policy does not generally produce fundamental changes in production structure, so it is not unacceptable for this variable to be regarded as exogenous in this respect.

Statistical data are needed for the base period of the model, 1991–1993. The main statistical sources are the Netherlands Statistics’ Regional Annual Economic Data for the economic variables, its National Travel Survey for the passenger transport variables, and data from the Dutch consultancy NEA for the goods transport variables (Netherlands Statistics does not have regional data on transport of goods).

We obtained the values of the coefficients and intercepts for the model in the base period 1991–1993 as follows:

1. Some coefficients (production elasticities in the production function) were quantified on the basis of economic theory.
2. Some coefficients (including income, distance cost and travel-time elasticities) were assigned values from empirical studies by other authors.
3. One coefficient (changes in travel time related to changes in the utilization of road capacity) has an a priori value. We found from a sensitivity analysis that multiplication of the a priori value by 0.5 and 1.5 has hardly any effect on the growth rates of mobility and the economy. (Meanwhile we have refined the relevant equation, enabling the a priori value to be replaced with an estimation using regression analysis).
4. The remaining coefficients were estimated using regression analysis. All values of the coefficients have the right sign and are significant at a level of 5%, with one exception.
5. The values of the intercepts (the constant part on the right-hand side of an equation) are such that each equation in the model yields the actual value of the dependent variable in the base period.

Cases

We present three cases: (a) a scenario analysis, (b) a computation of the effects of transport policy and (c) a computation of the effects of an infrastructure project including a cost-benefit analysis.

Scenario analysis

As an illustration we present two possible scenarios, assigning appropriate values to the exogenous variables.

The first illustration is a scenario for a socio-economic environment with the following main characteristics:

1. Technological development is 2.25% over a three-year period. The state of technology is a quantity defined in MOBILEC.
2. The share of labour-intensive sectors (especially the service sector) in regional product increases over a three-year period by 0.75 of the increase in this share over the preceding three-year period.
3. The real wage rate rises by 1% a year.

Given the first two characteristics we refer to this scenario as a Moderately Innovative Service Economy. Using the model we can calculate that this socio-economic environment scenario, policy remaining unchanged, yields an average economic growth of 2.97% per year in the Netherlands over the 1995–2030 period. The interaction between the economy and mobility is taken into account. Table 1 (column 2) shows the results for the economy and mobility in the North Limburg region (the CD-ROM gives a brief description and explanation of Tables 1, 2 and 3).

The second illustration is a scenario for a socio-economic environment derived from the European Coordination scenario of the Netherlands Bureau
for Economic Policy Analysis (CPB 1997). This scenario assumes, among other things, average economic growth in the Netherlands of 2.75% a year over the 1995-2030 period. If we take this 2.75% economic growth as our starting point, policies to stimulate the economy of a region will have no generative effects, only distributive ones: as regional policy can raise the region’s regional product but the national product is quantitatively fixed in advance in the CPB scenario, this goes at the expense of other regions’ regional product – in other words it has only distributive effects. In order to enable generative effects to be included in the CPB scenario we proceed as follows.

The CPB assumes an average rise in the real wage rate of 1.7% annually in its European Coordination scenario. We adopt this assumption and retain the second characteristic of the first scenario, the Moderately Innovative Service Economy. Given these assumptions, MOBILEC finds that, policy remaining unchanged, technological development needs to be 4.15% per three-year period in order to achieve an average economic growth of about 2.75% a year in the Netherlands. Hence 2.75% economic growth is no longer a starting point but a result of assumptions on technological development, as well as increases in the share of labour-intensive sectors and wage rises.

The main characteristics of the CPB scenario are set as follows:
1. Technological development is 4.15% over a three-year period.
2. The share of labour-intensive sectors (especially the service sector) in regional product increases over a three-year period by 0.75 of the increase in the share over the preceding three-year period.
3. The real wage rate rises by 1.7% a year.

Now that the underlying characteristics are set instead of economic growth, generative effects of regional policy can be calculated for the CPB scenario. Table 1 (column 3) shows the results of the CPB scenario for the economy and mobility in the North Limburg region.

Effects of transport policy
In view of the debate on possible national transport policies we formulate the following policy variants for the 2000-2030 period as an illustration:
1. reference variant: constant road capacity, constant real travel-distance cost per kilometre and constant travel time by train and ship;
2. an increase in road capacity such that travel time for road traffic does not rise in spite of increasing traffic; also constant real travel-distance cost per kilometre and constant travel time by train and ship;
3. a rise in mobility tariffs: real travel-distance cost per kilometre by car and lorry rises by 3% a year and for other modes of transport by 1% per year; also constant road capacity and constant travel time by train and ship;
4. promotion of public transport: an increase in frequency and speed (modern vehicles, priority measures, dedicated lanes etc.) such that travel time by train and bus/tram/metro (including waiting time) falls by 1% a year; also constant road capacity, constant real travel-distance cost per kilometre and constant travel time by ship.

Table 1. Average growth per annum (in %) of regional product, employment and transport of goods and passengers by mode of transport in North Limburg over the 1995-2030 period, based on two socio-economic scenarios and unchanged policy

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Regional product</th>
<th>Employment</th>
<th>Goods transport</th>
<th>Passenger transport</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference variant</td>
<td>2.12</td>
<td>1.11</td>
<td>1.36</td>
<td>0.87</td>
</tr>
<tr>
<td>Increase in road capacity</td>
<td>2.16</td>
<td>1.15</td>
<td>1.55</td>
<td>1.10</td>
</tr>
<tr>
<td>Rise in mobility tariffs</td>
<td>1.98</td>
<td>0.97</td>
<td>0.50</td>
<td>-0.08</td>
</tr>
<tr>
<td>Promotion of public transport</td>
<td>2.14</td>
<td>1.37</td>
<td>2.11</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 2. Average growth per annum (in %) of regional product, employment and transport of goods and passengers by mode of transport in Greater Amsterdam over the 2000-2030 period, based on the Moderately Innovative Service Economy

<table>
<thead>
<tr>
<th>Variant</th>
<th>Regional product</th>
<th>Employment</th>
<th>Goods transport</th>
<th>Passenger transport</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference variant</td>
<td>2.75</td>
<td>2.11</td>
<td>1.55</td>
<td>1.10</td>
</tr>
<tr>
<td>Increase in road capacity</td>
<td>3.14</td>
<td>2.11</td>
<td>2.11</td>
<td>0.83</td>
</tr>
<tr>
<td>Rise in mobility tariffs</td>
<td>2.75</td>
<td>2.11</td>
<td>2.11</td>
<td>0.83</td>
</tr>
</tbody>
</table>

A SURVEY OF SPATIAL ECONOMIC PLANNING MODELS IN THE NETHERLANDS
MOBILEC
By way of example Table 2 shows the quantitative effects of these four policy variants for the Greater Amsterdam region based on the Moderately Innovative Service Economy scenario. The differences between the policy variants seem small, but they are considerable in absolute terms. Mean annual growth in employment, for example, increases from 1.11% in the reference variant to 1.15% in the road variant, resulting in about 9,300 more jobs in 2030, i.e. 1.8% of the employment in Greater Amsterdam in 2000.

It is possible to calculate the effects of combinations of these policy variants and those of more complex policy variants.

Effects of infrastructure projects

MOBILEC specifies transport flows within and between regions without relating them to individual stretches of infrastructure. Computational rules have therefore been formulated to express the consequences of an infrastructure project to increase infrastructure capacity in a region. The model then calculates the reductions in travel time for the transport flows in question due to the increase in regional infrastructure capacity.

A more precise estimation of the effect of increasing the capacity of a specific stretch on travel time can be made using a traffic model as a starting point. This is particularly important in the case of small improvements to infrastructure. The traffic model estimates the initial reduction in travel time as a result of increasing the capacity of a specific stretch of infrastructure. Computational rules express this in terms of reductions in travel time within and between regions, which are fed into MOBILEC. Based on these, MOBILEC calculates the effects on the economy and mobility over time, taking into account further changes in travel time (for coupling of transport models see Van de Vooren 2003).

This method of linking a traffic model to MOBILEC has been applied to many stretches of motorway in the Netherlands (using the New Regional Model of the Dutch Ministry of Transport, Public Works and Water Management 1997, as the traffic model). We illustrate it with a computation of the effects on regional product of three increases in capacity on the Barneveld-Deventer and Deventer-Hengelo stretches of the A1 motorway. The computations are based on the European Coordination scenario and the reference variant of policy.

As regards the regional product of Southwest Overijssel over the 2018-2020 period, for example, Table 3 shows that this is 3.9 million euros higher each

Table 3. Average increase in real regional product per year (in million euros, 2002 price levels) over the 2018–2020 and 2027–2029 periods as a result of adopting an enlargement alternative in 2018, based on the European Coordination scenario and the reference variant of policy

<table>
<thead>
<tr>
<th>Region</th>
<th>2018–2020</th>
<th>2027–2029</th>
</tr>
</thead>
<tbody>
<tr>
<td>Southwest Overijssel</td>
<td>3.9</td>
<td>4.0</td>
</tr>
<tr>
<td>Twente</td>
<td>14.5</td>
<td>19.0</td>
</tr>
<tr>
<td>Veluwe</td>
<td>9.0</td>
<td>10.2</td>
</tr>
<tr>
<td>Utrecht</td>
<td>7.1</td>
<td>8.4</td>
</tr>
<tr>
<td>Greater Amsterdam</td>
<td>3.9</td>
<td>4.6</td>
</tr>
<tr>
<td>Greater Rotterdam</td>
<td>3.6</td>
<td>5.3</td>
</tr>
<tr>
<td>Rest of the Netherlands</td>
<td>12.3</td>
<td>16.3</td>
</tr>
<tr>
<td><strong>Total Netherlands</strong></td>
<td><strong>54.3</strong></td>
<td><strong>71.4</strong></td>
</tr>
</tbody>
</table>

As regards the regional product of Southwest Overijssel over the 2018-2020 period, for example, Table 3 shows that this is 3.9 million euros higher each
year (on average) in Alternative 1 than in the null alternative. The increase over the whole period is 3 x 3.9 = 11.7 million euros. If we calculate the effects in terms of percentages of regional product we get very small numbers, e.g. 0.1% for Southwest Overijssel and Twente, and even less for other regions.

The absolute differences between the annual effects of the alternatives are small, but totalled over a period of 50 years they are substantial, especially when compared with the once-only construction cost of the enlargement. This is the starting point for a cost-benefit analysis.

We calculate the benefit as the total of the increase in the Dutch domestic product and welfare creation due to the reduction in travel time for consumer mobility and commuter traffic not expressed in the domestic product. The cost of maintenance has to be deducted from the benefit. The net benefit is then compared with the construction cost. We use a real discount rate of 4% as prescribed in the Netherlands.

We conclude from Table 4 that the increase in road capacity under Alternative 1 is socially profitable, but the larger increase under Alternative 2 is preferable. The further increase under Alternative 3 is not socially profitable.

Conclusions and final remarks

The model is founded on neoclassical growth theory. In this context we consider the following points: (a) the introduction of regions, (b) the introduction of infrastructure and mobility, (c) the possibility of inequality between savings and investment and (d) the possibility of unemployment. The result is a dynamic, interregional model that specifies the relationships between the economy, mobility, infrastructure and other regional characteristics.

MOBILEC offers a new approach to the interaction between transport and the economy. It enables the effects of transport policy on transport to be estimated better, as it also takes indirect effects into account, i.e. those via the economy.

Another feature of the model is its dynamic nature. Calculating transport and economic variables in successive periods is important to transport policy and spatial planning. Such calculations are a necessary precondition for applying cost-benefit analysis to infrastructure projects.

The model calculates the development of transport and the economy, driven by investment and technological development, as a continuous process in which the regions affect one another. Travel time and mobility costs rise as a result of increasing utilization of the available infrastructure, which has a negative influence on the growth of the economy and mobility. The process of development is also influenced by travel-distance costs and other regional characteristics besides infrastructure.

Using the model a scenario analysis can be carried out, generating time paths for transport and economic variables for the 40 regions of the Netherlands. The effects of transport policy, including infrastructure projects, on transport and the economy in successive periods can be calculated. The results of this, and the effects of changes in other regional characteristics, can be used in spatial planning. We have carried out several scenario analyses and effect calculations since 1999. The quantitative results were always plausible in the opinion of experts and users.

A model is never finished. We are currently incorporating the various options for financing infrastructure improvements and spending the revenue from a levy on mobility. We have calculated the effects of these on transport and the economy using MOBILEC-Belgium. We are experimenting with calculations for sub-regions within COROP regions. We intend to examine the possibility of applying less restrictive production functions than the present Cobb-Douglas type. These production functions offer the advantage of calculating the equations for the time paths of the economic and transport variables. We are preparing a more recent base period for the model along with new estimates for the coefficients. Other roads for improvement that are considered are adding a labour market and the disaggregation of the total economy into a number of industries. Finally, we want to check the overall fit of the model, i.e. to examine how the time paths for the transport and economic variables fit actual developments in the past.
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REGINA

A model of economic growth prospects for Dutch regions
Introduction
Why do some regions perform better in terms of economic growth than others? This question has been asked by economists ever since Adam Smith wrote his Wealth of Nations, and many answers have been given. Most empirical research involves analysing differences in economic growth between countries, but the explanations for these differences at national levels may differ markedly from those at the more detailed, regional level.

New spatial economic theories evolved in the 1990s, thanks to the work of Paul Krugman and others in the New Economic Geography (NEG) literature. Attempts to apply this theory to empirical research are still scarce in the Netherlands and elsewhere, but progress has been made recently. Examples of NEG-based models which analyse regional economic growth in the Netherlands (in particular RAEM and REMI) can be found elsewhere in this book.

The level of geographical detail in these models is still rather high. There are not many models available for the municipal level (the Netherlands has just under 500 municipalities). Local authorities are increasingly expressing an interest in the economic prospects for their town or region, mainly because of the growing responsibilities upon them resulting from institutional decentralization in the Netherlands. To decide upon regional policies the authorities need to know what the differences are in economic growth between regions and how they can be explained. Central government needs to know whether generic policy measures will help all the regions equally or whether some regions require specific measures. Private firms can use findings from empirical research to explore market areas or to help them decide where to locate or where to invest in real estate, housing or land.

TNO has been developing a regional model to analyse growth differences between regions in the Netherlands since the early 1990s. The aim is (1) to describe growth differences between regions, (2) to explain these differences and (3) to forecast regional economic growth. The model has been updated recently and is now called REGINA. The main change in the structure of the model is the breakdown of regional levels into two steps. Step 1 divides the Netherlands into 40 ‘COROP’ regions and analyses the differences in economic growth between these regions and the nation as a whole. Step 2 zooms in on the municipalities, comparing their economic growth to that in the immediate environment (the COROP region, or the region within a certain travel time radius). This two-step system enables different explanations to be found for different regional levels.

The next section describes the model in more detail. The third section takes one particular region in the Netherlands as an example of how REGINA works. Concluding remarks are given in the fourth section.
The model

The theory

REGINA is the Dutch acronym for ‘Regionaal-Economische Groei IndicAtie’ or ‘regional economic growth indicator’. The model translates long-term national economic growth forecasts into regional growth prospects. It measures economic development in terms of employment growth. The theoretical basis for REGINA is ‘explanatory shift-share analysis’, a modelling method that is known for its simplicity, with accompanying practical advantages and theoretical drawbacks. It has proved very useful in practical applications for empirical research at the local level.

The shift and share method was described in detail in the early 1960s by Dunn (1960) and Ashby (1964). Traditional shift-share analysis breaks down economic growth over a certain period into two parts, structural growth (share) and differential growth (shift). Table 1 gives an example of these two elements. The sum of both elements of growth equals total growth.

The ‘share’ part, or structural growth, indicates the amount of growth that would have occurred if each sector had grown at the national sector growth rate. Structural growth rates differ from one region to another because of the different shares of economic sectors (see the growth rates in Table 1); for example, the commercial services sector in the Netherlands grew rapidly during the 1993–2000 period. Regions with a relatively high share of commercial services in their economies experienced higher than average total structural growth, e.g. Utrecht and North Holland.

Structural growth does not equal total growth. Some regional characteristics apparently cause sectoral growth rates to differ from the national average. The remaining difference between observed growth and expected structural growth is called ‘differential growth’ or ‘shift’. As we can see from Table 1, in the case of most regions, most of the economic growth is accounted for by structural growth. But some regions show that local factors can play a significant role in determining total growth. The most striking example is Flevoland, where differential growth is higher than structural growth: this is a relatively young and ‘empty’ region, selected by the government for housing development to relieve overpopulation in the Randstad region. New housing estates create new employment, especially commercial and non-commercial services for the new residents.

This explanation of growth in Flevoland is based on ‘common sense’. Policy-makers need to know what local factors specifically contribute to the region’s non-standard growth. Berzeg (1978, 1984) found that shift-share models can readily be represented as explanatory models, taking the rate of growth divergence as the dependent variable, and sectoral and regional dummies as the explanatory factors. The method of explanatory shift-share analysis has been developed since then. In general, the differential ratio (employment growth rate in sector i in region j over a certain period relative to the rate in sector i in the national economy over the same period) is defined as the dependent variable. For each sector i, this ratio is explained by various explanatory variables which determine the location of economic activities, e.g. population and accessibility. The REGINA model has been developed along these lines of explanatory shift-share analysis.

Economic growth for each region can be forecasted, based on information from the past. All that is needed, in fact, is growth forecasts for each sector of the national economy: based on these, structural growth for each region can be projected. Assuming that local factors and their impact on regional growth do not change over time (unless information on future development is available, e.g. on population growth), future differential growth can be estimated using the parameters estimated in the explanatory analysis. Adding the two growth elements yields the total economic growth for each region. Given the limitations of REGINA, the outcomes from the model should be interpreted as economic growth prospects rather than forecasts.

The REGINA model

The REGINA model is structured in two parts, a structural and a differential part. The structural part is based on long-term national economic growth scenarios produced by the Netherlands Bureau for Economic Policy Analysis (CPB). The CPB scenario divides the economy into 18 sectors, and this sector breakdown is also used in the REGINA model. We assume that regional growth in each economic sector equals national growth in that sector.

From the past we know that structural growth does not equal total growth. The difference, the differential growth, can be explained by location factors. The REGINA model identifies two different levels for these factors, the 40 COROP regions and the 496 municipalities. Most location factors relate to

### Table 1: Economic growth, shift and share, for the 12 provinces in the Netherlands (in labour volumes, x1000 fte, and percentage growth from 1993 to 2000)

<table>
<thead>
<tr>
<th>Province</th>
<th>Economic growth</th>
<th>% growth</th>
<th>Structural growth</th>
<th>% growth</th>
<th>Differential growth</th>
<th>% growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groningen</td>
<td>17</td>
<td>9</td>
<td>27</td>
<td>15</td>
<td>-9</td>
<td>-5</td>
</tr>
<tr>
<td>Friesland</td>
<td>28</td>
<td>15</td>
<td>24</td>
<td>13</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Drenthe</td>
<td>16</td>
<td>11</td>
<td>17</td>
<td>12</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Overijssel</td>
<td>43</td>
<td>12</td>
<td>46</td>
<td>13</td>
<td>-3</td>
<td>-1</td>
</tr>
<tr>
<td>Friesland</td>
<td>23</td>
<td>31</td>
<td>10</td>
<td>14</td>
<td>13</td>
<td>17</td>
</tr>
<tr>
<td>Gelderland</td>
<td>72</td>
<td>11</td>
<td>86</td>
<td>13</td>
<td>-14</td>
<td>-2</td>
</tr>
<tr>
<td>Utrecht</td>
<td>53</td>
<td>21</td>
<td>81</td>
<td>18</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>North Holland</td>
<td>162</td>
<td>16</td>
<td>165</td>
<td>16</td>
<td>-14</td>
<td>0</td>
</tr>
<tr>
<td>South Holland</td>
<td>154</td>
<td>12</td>
<td>189</td>
<td>15</td>
<td>-36</td>
<td>-3</td>
</tr>
<tr>
<td>Zeeland</td>
<td>5</td>
<td>4</td>
<td>14</td>
<td>12</td>
<td>-10</td>
<td>-8</td>
</tr>
<tr>
<td>North Brabant</td>
<td>138</td>
<td>19</td>
<td>104</td>
<td>13</td>
<td>53</td>
<td>6</td>
</tr>
<tr>
<td>Limburg</td>
<td>39</td>
<td>10</td>
<td>46</td>
<td>12</td>
<td>-6</td>
<td>-2</td>
</tr>
<tr>
<td><strong>Netherlands</strong></td>
<td><strong>810</strong></td>
<td><strong>14</strong></td>
<td><strong>810</strong></td>
<td><strong>14</strong></td>
<td><strong>0</strong></td>
<td><strong>0</strong></td>
</tr>
</tbody>
</table>

Source: TBNO, based on Statistics Netherlands (CBS)

1. In this example the economy has been classified into eight sectors: agriculture, manufacturing, trade, transport & communications, commercial services, housing sector, non-profit services and government.

2. Following the municipality zoning valid in 2002.

3. Structural growth rates differ from one region to another because of the different shares of economic sectors (see the growth rates in Table 1): for example, the commercial services sector in the Netherlands grew rapidly during the 1993–2000 period. Regions with a relatively high share of commercial services in their economies experienced higher than average total structural growth, e.g. Utrecht and North Holland.

4. Most location factors relate to
labour supply, agglomeration effects, accessibility, proximity of economic mainports and sector representation. REGINA checks the following factors to see whether they significantly affect differential growth:

Labour supply. We take population growth in the 15–64 age group (the potential labour force) as an indicator of regional labour force developments. A growing labour force increases the potential of labour as a production factor. At the same time, population growth increases the potential sales market. The potential labour force (in absolute terms) and population density are both added as possible explanatory variables.²

Agglomeration effects. The REGINA literature explicitly mentions agglomeration effects as an important source of economic growth. Large numbers of economic activities within a relatively small area can generate efficiency gains. In order to capture this push factor, REGINA includes an explanatory variable for proximity of concentrations of employment.

Accessibility. Accessibility is an important factor when it comes to attracting new firms to the area: major sites of economic activity are generally found along major roads near towns and cities, for example. With the help of TNO expertise, REGINA analyses accessibility indicators both with and without congestion.⁶

Proximity of economic mainports. The model takes two economic mainports in the Netherlands into account, Schiphol Airport and the Port of Rotterdam. For certain industries it is particularly important to be located near an air or sea port. REGINA includes a distance indicator to both mainports, as well as indicators of distance to important economic areas across the border (e.g. the Ruhrgebiet, Brussels/Antwerp).

Sector representation. High regional sector shares hamper regional employment growth. The higher the share of a sector in an economy, the more jobs have to be created to produce a certain growth rate: if manufacturing employment in Rotterdam and Delft increases by 500 jobs, for example, the growth rate in Delft will be higher than in Rotterdam. REGINA takes this into account by including a sector specialization variable. It also takes economic diversity into account (using the Hirshman-Herfindahl Index) to check for the influence of diversified sector mix.⁷

Other factors. Intensity of land use is added as an indicator of available space for economic activities. Suburbanization is also included, defined as the ratio of the number of people reachable within a short travel time radius to the number reachable within a long travel time radius. A dummy variable for Flevoland is added in step 1, since this region has experienced very high growth rates since 1970, simply because it started from zero. A ‘regional function’ dummy is added in step 2: this is set to 1 when the municipality provides several services for the region, such as care and education, but also employment in general.

It is important to stress here that some of the explanatory variables listed can be interdependent. REGINA checks for this.

5. The potential labour force is used instead of the actual labour force for reasons of data availability.
6. See also Manshenden (1996).
7. The Hirshman-Herfindahl Index (HHI) consists of the sum of the square sector shares; the HHI is analysed for different lists of sectors (8-sector shares, 18-sector shares, etc.).

Estimation and implementation
REGINA carries out the explanatory analysis of the shift in two stages. First it explains the differences between regional growth and the national average at a relatively high regional level (usually COROP level). For COROP level, TNO recently developed a time-series database from 1970 to 2000 based on data from Statistics Netherlands (CBS),³ hence we now know the difference between observed growth and structural employment growth in those years for each sector in each COROP region. In order to explain this difference in terms of location factors, we split the data into three periods, 1970–1983, 1983–1993 and 1993–2000.⁴ This gives us 120 observations for each sector (3 periods x 40 regions). The selection of the three periods is arbitrary, but some time span is needed to incorporate significant developments. More periods obviously provide more observations, but they do not guarantee better estimates.

In step 1 we identify six economic sectors at an aggregate level (manufacturing, trade, transport and communications, banking and business services, government and non-profit services). The reason for aggregating in this way is that regression estimates tend to be less stable at a more detailed level. We leave out agriculture, since structural growth appears to be sufficient to analyse regional growth in agricultural employment.¹⁰

In step 2 we take a closer look at regions within the COROP regions, usually the municipalities (separately or in groups). For each of these municipalities we explain the difference in employment growth from that in the immediate environment (the region within a certain travel time radius, rather than the COROP region).¹¹ The list of significant explanatory factors may be different from the results of step 1. This enables us to distinguish between the geographical effects of location factors: for example, accessibility aspects may be more important in step 1 than step 2, and suburbanization may be more relevant in step 2 than step 1.

For step 2 we have to use another database, since Statistics Netherlands does not provide sufficient data at municipal level. This ‘LISA database’ does provide data at detailed regional level, for numerous sectors, but the time series are only from 1996 to 2002.¹² We therefore select only one period. Altogether we have just under 500 observations, the number of municipalities in the Netherlands.

We assume that the estimated effect of each location factor will remain equal in the future, with the exception of population growth. Long-term regional forecasts of both total population and the potential labour force (the population aged 15–64) are published and updated every two years.¹³ From these forecasts we calculate future growth divergences for each municipality. Another location factor which can be varied in the future is accessibility, related to travel time data. Future network changes can be based on government plans, or suggested as optional scenarios.

Adding structural growth with the two steps of differential growth provides an indication of economic growth for all the municipalities in the Netherlands. We now describe the general results of the estimations in step 1 and 2. In the next paragraph we zoom in on the province of North Brabant

¹. The two Regio Database contains time-series on investments, production, labour volumes and added value for 37 economic sectors, which can be aggregated into the 18 CBS sectors.
*The contraction in the economic cycle of the Netherlands.
*Compared to the list of sectors in the example of section 2.1, commercial services and housing sector make up the banking and business services.
9. 1973-1993 are years of recession in the economic cycle of the Netherlands.
10. LISA is the Dutch acronym for ‘Landelijk Informatie Systeem Arbeidsplaatsen’ (national jobs information system).
11. These are referred to in Dutch as ‘Primo’s bevolkingsprognoses’, published by the Research Institute for the Netherlands.
12. This database carries out the explanatory analysis of the shift in two stages. First it explains the differences between regional growth and the national average at a relatively high regional level (usually COROP level). For COROP level, TNO recently developed a time-series database from 1970 to 2000 based on data from Statistics Netherlands (CBS), hence we now know the difference between observed growth and structural employment growth in those years for each sector in each COROP region. In order to explain this difference in terms of location factors, we split the data into three periods, 1970–1983, 1983–1993 and 1993–2000. This gives us 120 observations for each sector (3 periods x 40 regions). The selection of the three periods is arbitrary, but some time span is needed to incorporate significant developments. More periods obviously provide more observations, but they do not guarantee better estimates.
13. From these forecasts we calculate future growth divergences for each municipality. Another location factor which can be varied in the future is accessibility, related to travel time data. Future network changes can be based on government plans, or suggested as optional scenarios.

Adding structural growth with the two steps of differential growth provides an indication of economic growth for all the municipalities in the Netherlands. We now describe the general results of the estimations in step 1 and 2. In the next paragraph we zoom in on the province of North Brabant.
Table 1 shows the estimation results from step 1 of the differential growth analysis in REGINA. It shows what factors explain the difference in employment growth between the COROP regions and the Netherlands as a whole. As expected, growth in the potential labour force positively affects employment growth. A growing labour force induces labour potential as a production factor and at the same time increases the potential sales market. Not surprisingly, this latter appears to be particularly relevant to the trade sector. Sector specialization hampers employment growth significantly in all sectors, whereas economic diversity has no marked effect. Accessibility has been shown to be important, both nationally and internationally. Generally this means that growth in the peripheral regions of the country is hampered by their relative distance from the central regions but boosted by the relative proximity of economic centres across the border. Interestingly, proximity to Schiphol Airport or the Port of Rotterdam does not have a significant influence. Manufacturing activities generally need more space, so it comes as no surprise that high intensity of land use negatively affects growth in manufacturing employment.

Table 2 shows the estimation results from step 2 of the differential growth analysis. Here REGINA explains the differences in employment growth between municipalities and their regions (within a 30-minute travel time radius). Again, growth in the potential labour force positively affects employment, but in the case of only three sectors this time; in the other three sectors total population growth appears to be significantly positive. This to some extent replaces the labour force variable, but in the government sector in particular it makes sense to take the number of people aged below 15 and above 64 into account. Sector specialization hampers employment growth again in all sectors except trade. Of special interest is the finding that, at this regional level, economic diversity has a negative effect on employment growth in the trade, transport and non-profit sectors and a positive effect on commercial services. This sector depends on relations with companies in all sectors, which explains the positive sign (although significant only at 15%). The other sectors have relations mainly with one or two other sectors. The prevalence of the agglomeration and clustering variable implies that commercial services benefit not only from economic diversity within the municipality but also from concentrations of employment in neighbouring municipalities. Suburbanization positively affects growth in trade and transport, a rather obvious finding. Land use intensity negatively affects growth in trade: this makes sense at the municipal level, since trade includes wholesale trade. Finally, three more variables appear to have an influence on the government sector: if a municipality provides several services for the region, it attracts relatively more government employment. The same holds true for the share of the commercial services sector. Density of commercial services corrects for that positive correlation.

### Table 2. Estimation results of REGINA, step 1, for each sector (standardized coefficients, significant at 5%)

<table>
<thead>
<tr>
<th>Explanatory variable</th>
<th>Manufacturing</th>
<th>Trade</th>
<th>Transport &amp; Commercial services</th>
<th>Government</th>
<th>Non-profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(constant)</td>
<td>1.05</td>
<td>0.65</td>
<td>1.30</td>
<td>0.49</td>
<td>0.72</td>
</tr>
<tr>
<td>Labour force growth</td>
<td>0.73</td>
<td>1.08</td>
<td>0.39</td>
<td>0.85</td>
<td>0.98</td>
</tr>
<tr>
<td>Labour force</td>
<td></td>
<td></td>
<td>0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>-0.20</td>
<td></td>
<td>-0.35</td>
<td>-0.60</td>
<td>-0.44</td>
</tr>
<tr>
<td>Sector specialization</td>
<td>-0.38</td>
<td></td>
<td>-0.34</td>
<td>-0.35</td>
<td>-0.44</td>
</tr>
<tr>
<td>National accessibility</td>
<td>0.40</td>
<td></td>
<td>0.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Congestion</td>
<td>0.15</td>
<td></td>
<td>0.17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>International</td>
<td>0.22</td>
<td>0.16</td>
<td>0.17</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td>accessibility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity of land use</td>
<td>-0.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dummy for Flevoland</td>
<td>0.55</td>
<td>0.85</td>
<td>0.25</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>R²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: TNO

### Table 3. Estimation results of REGINA, step 2, for each sector (standardized coefficients, significant at 10%)

<table>
<thead>
<tr>
<th>Explanatory variable</th>
<th>Manufacturing</th>
<th>Trade</th>
<th>Transport &amp; Commercial services</th>
<th>Government</th>
<th>Non-profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.01</td>
<td>0.09</td>
<td>0.13</td>
<td>-0.11</td>
<td>0.03</td>
</tr>
<tr>
<td>Labour force growth</td>
<td>0.32</td>
<td>0.33</td>
<td>0.11</td>
<td>-0.14</td>
<td></td>
</tr>
<tr>
<td>Population growth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population density</td>
<td>-0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sector specialization</td>
<td>-0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic diversity</td>
<td>-0.10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agglomeration and clustering</td>
<td>-0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suburbanization</td>
<td>0.16</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensity of land use</td>
<td>-0.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dummy regional function</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Specialization of commercial services</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density of commercial services</td>
<td>-0.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: TNO
These outcomes, together with the structural growth effects, are used to generate employment growth prospects for the municipalities in North Brabant over the 2002–2010 period.

**Case study: North Brabant**

The province of North Brabant had 1.16 million jobs in 2002, 15% of total employment in the Netherlands. Industrial activities are overrepresented there, as is trade. Its shares of employment in business services, banking, telecommunications, government and non-profit services lag behind the corresponding national figures.

North Brabant consists of four corop regions, West North Brabant (386,000 jobs in 2002), Central North Brabant (318,000), North-East North Brabant (365,000) and South-East North Brabant (318,000). The principal towns of the corop regions are Breda, Tilburg, ’s-Hertogenbosch and Eindhoven respectively.

Employment growth in each municipality in North Brabant is distributed among three components. The first of these is structural growth: here we use the cpb’s European Coordination scenario (ec scenario), adjusted for actual developments. Figure 2 shows the results. National employment growth over the 2002–2010 period is 2.2%, as against 2.0% in North Brabant. Favourable economic sectors are apparently relatively underrepresented in the province. Economic sectors with a relatively high growth rate in the cpb scenario are trade, business services, chemical manufacturing, electricity, gas and water supply, and non-profit services. Economic activities with negative employment growth in the Netherlands over the 2002–2010 period are agriculture, traditional manufacturing, government, banking and telecommunications. The structural economic growth of the four principal towns in North Brabant is above the national average because of the overrepresentation of business services, trade and non-profit services.

The second component is the differential growth of each corop region compared to national employment growth. Figure 3 shows the results. While the four corop regions are clearly visible, differences within each corop region are due to the differing economic structures of the municipalities. Generally speaking, North Brabant achieves positive differential growth: it has a relatively high growth of the potential labour force, and on top of that it is easily accessible internationally.

All the corop regions in North Brabant have positive differential growth in trade, transport and non-profit services and negative differential growth in government. The differential growth in manufacturing in North Brabant is divided: it is positive in West North Brabant and Central North Brabant, but negative in the other two regions. Central North Brabant is the best scoring region in the province, South-East North Brabant the worst. The two main reasons for the differences between these two regions are sector specialization in business services and potential labour force growth.

---

17. The cpb developed three long-term scenarios, about ten years ago. The ec scenario seems to match most the economic developments since then. Furthermore, we adjusted the ec forecasts for the years realized. For a detailed description of the ec scenario and the adjustments made, see the Appendix.
The final component is the differential growth of each municipality compared to its regional environment. Figure 4 shows the results. In the Netherlands in general, growth rates in the cities lag behind those in the surrounding municipalities. Relatively low population growth rates and relatively high sector specialization rates cause this phenomenon. Within North Brabant, Breda is an exception, with its relatively high growth in the potential labour force.

Suburban municipalities generally have rapidly increasing labour forces and low specialization indices, and they benefit from the agglomeration advantages of a nearby large town: examples in North Brabant are Drimmelen, Dongen, Vught and Waalre. The differential growth rates in the various economic sectors are fairly similar, with the sole exception of government. This similarity is caused by the general influence of the increasing labour force. Eventually, all the growth components lead to overall employment growth for municipalities. Figure 5 shows the results of totalling all the components. The four principal towns will see above average growth because of their economic structure. The municipalities near the principal towns have the best prospects, relatively speaking, of employment growth, especially the regions north of Tilburg and Breda.

Conclusions
The Regina model helps to explain growth differences at low regional levels in the Netherlands. It translates national economic growth forecasts into regional growth prospects. Regina has a detailed geographical level at which it can present outcomes and it takes the differing roles of location factors at different geographical levels into account. This makes it a useful tool for assisting both national and regional authorities to make policy decisions and helping private firms to decide where to locate or what market areas to explore. The analytical structure of Regina is quite straightforward, but its simplicity also brings along a number of drawbacks.

Firstly, regional growth prospects depend heavily on the national growth forecasts selected. The CPB scenarios make assumptions about international developments in politics, economics, demography, technology and socio-cultural factors, and as they were programmed about ten years ago they are far from up-to-date. New national long-term scenarios have not yet been published by CPB. Note that Regina can regionalize growth figures at several regional levels.

Secondly, Regina only takes account of external factors which determine differences in economic growth between regions; it cannot take factors directly linked to individual companies, e.g. migration, mergers or locations by major companies, into account. Individual company behaviour is hard to predict and only included in Regina indirectly, through regional factors that determine the location of firms, e.g. congestion or available land.

Furthermore, Regina does not pick up all the interrelations on the regional labour market. It assumes that regional employment (labour demand) fol-
low regional population (labour supply), while this causality can operate in the other direction as well. Also, for reasons of data availability, the regional labour supply is not broken down into levels of education. TNO plans to improve these aspects of Regina in the near future.

Given these limitations of Regina, the outcomes from the model should be interpreted as economic growth prospects rather than forecasts.
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Forecasting regional labour market developments by occupation and education
Introduction

Analyses of expected labour market developments in view of particular policy issues in the Netherlands are included in the biennial report "The labour market by education and occupation to 200x," published by the Research Centre for Education and the Labour Market (ROA). As the problems of matching labour supply and demand can be regional in nature, the ROA makes forecasts for three Dutch provinces (Limburg, Gelderland and Overijssel), which are published in reports that are largely comparable to the national report. Regional labour market forecasting by occupation and education is based on the methodology used to forecast trends in the national labour market. An advantage of this approach is that the forecasts of regional supply and demand are consistent with the national forecasts.

The general forecasting model for the labour market as a whole and data from national and regional sources are combined to serve two main functions of labour market forecasting, policy-making and information (see Van Eijs 1994). As regards the former, labour market forecasts are useful to policy-makers at ministries, job centres and employment agencies, employers’ organizations, unions and educational organizations. These are able to propose or carry out changes in the educational infrastructure by taking account of future employment trends in broadly defined educational categories (in terms of both level and subject) and occupational classes. National and regional forecasts that focus on the macroeconomic or industry level – as is usually the case – do not detect changes in the occupational mix in particular industries or the continuous upgrading of skill levels in many occupations. Also, since the forecasting model covers the labour market as a whole, it can account for interactions between different segments of the labour market, which partial analyses of the labour market often fail to include.2

The information function originally focused on education and career guidance. This improves the functioning of the labour market, since individuals are better able to adjust their human capital investment decisions to the labour market prospects of particular types of education (see Borghans 1993). Also, firms and labour market agencies can use labour market forecasts as ‘early warnings’ of future recruitment problems to outline human resources policies or design training programmes. The labour market information thus provides detailed information on the current and future labour market position of 104 types of education and 127 occupational groups. Comparable occupational forecasts are published in other countries, by e.g. the Bureau of Labor Statistics in the USA and the ESRI in Ireland (for an overview of the OECD countries see Neugart and Schömann 2002). All these models assume that labour market imbalances can exist due to market imperfections. Providing
individuals with information on future trends in labour supply and demand for different occupational groups and types of education may reduce cobweb-type ups and downs.

This chapter deals with the forecasting model for the Dutch national and regional labour markets developed by the ROA. It is organized as follows. We first discuss the basic principles underlying the ROA’s labour market forecasting, then look at the most important parts of the forecasting model, i.e. expansion demand, replacement demand, the inflow of school-leavers onto the labour market, and the ‘labour market gap indicator’. Then we present an application of regional labour market forecasts to the Province of Gelderland. Finally, we draw some conclusions.

Basic principles and structure of the forecasting model. It used to be thought that the problem of coordinating the education system and the labour market could be solved by planning. One well-known approach is the ‘manpower requirements model’ as applied, e.g. by Parnes (1962), who developed a manpower planning model based on the input/output structure of the economy. Various methodological and fundamental objections have been made to the manpower requirements approach. The methodological objections relate mainly to the fixed coefficients used in the forecasting models to translate economic development into changes in employment differentiated by training and occupation, and the mechanical concept of labour market functioning, which leaves no room for the operation of substitution and other adjustment processes (Slaug 1967). The fundamental objections are that future trends are in fact not sufficiently predictable, and that an exclusive relationship between job requirements and training is assumed without adequate justification.

These objections, and lack of statistical data for estimating the forecasting models, led to the rejection of the planning concept. A flexible approach to education was advocated, one which would enable people to respond adequately to uncertain future trends. This concept involved broadening initial training courses so that each could lead to a broad range of occupations. Any discrepancies that might arise between specific and mutable, job demands and the qualifications of workers would be dealt with by means of short training courses and on-the-job training. Also, it was no longer thought that a policy of direct intervention was required to ensure that the education system corresponded to the labour market; instead, adequate information would make the labour market more transparent for those choosing a course of study and others investing in education. This transparency would enable the supply of labour to be more responsive to changes on the labour market. On top of this, the labour market forecasts give firms an indication of future risks of labour recruitment problems in the various skill categories, enabling them to anticipate shortages, e.g. by means of internal training and outflow reduction policies for categories of workers where shortages are forecast. This development is evident in the way the role of manpower forecasting has completely changed in the various countries where occupational and/or educational forecasts are still made. A number of basic principles are taken into account when compiling these highly differentiated forecasts so as to counter the fundamental and methodological criticisms of initial manpower planning approaches. These principles are set out below. The same methodological issues apply to the regional forecasting models of labour supply and demand. Forecasting regional labour supply and demand involves some additional issues and constraints, however.

- The forecasts are limited to the medium term, i.e. a five-year period. Within this horizon the changes on the labour market are less uncertain than in the long term, where the uncertainty results of substitution, geographical mobility and other adjustment processes can be decisive, in particular where discrepancies between supply and demand may be extremely large. On a smaller scale, e.g. in the case of the twelve provinces of the Netherlands, the uncertainties are greater, owing to the relatively large impact of incidents such as the closure or location of a big firm in the region.

- Instead of fixed coefficients for the occupational and training structure of employment, explanatory models are used to describe the changes in both structures over time. Some preliminary analyses show that the national occupational and educational structure of employment in particular industries is very similar to the employment structure in many regions. We can therefore also expect trends in the employment structure in particular industries to be similar, and these can be used to forecast regional employment growth. The regional employment structure cannot be differentiated in terms of occupation and education in all segments of the labour market, however, owing to the relatively small size of the regional samples in the Labour Force Survey.

- The theoretical framework underlying the forecasting models incorporates both ex ante and ex post substitution processes in the forecasts of the labour market situations for the various types of education. Ex ante substitution refers to demand-led substitution between types of education due e.g. to the upgrading of skill requirements for a particular occupation; ex post substitution, on the other hand, refers to shifts in the educational structure of employment in an occupation as a result of the initial gaps between supply and demand for the various types of education (see e.g. Borghans and Heijke 1996; Cörvers and Heijke 2003). In the regional forecasting model we assume that interaction between regional labour markets is also important (perhaps more important), especially when forecasts are made for administrative areas such as provinces, 7 both substitution processes between types of education within regions and changes in commuting (or migration) flows between regions can solve the discrepancies between supply and demand to some extent. These adjustments between supply and demand are not without cost, however.

- No detailed comparisons of supply and demand are made for each forecasting year: the forecasts themselves are limited to a general
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- The uncertainties associated with labour market forecasts are countered to some extent by mapping the labour market risks that a particular choice of training could entail. Statistical indicators have been developed to complement forecasts of the probability of finding an attractive job. These give insight into e.g. the opportunities that a particular type of education offers for switching between occupations, and the sensitivity of the occupations relevant to a particular type of education to cyclical fluctuations (see Dekker, De Grip and Heijke 1990). Preliminary analyses show that these indicators do not differ very much between regions.

- The national forecasts are evaluated periodically at the end of the forecasting period (see e.g. Borghans, Van Eijs and De Grip 1994; Smits and Diephuis 2001). This includes an empirical evaluation of the forecasts made by all the submodels and the resulting labour market signals provided for students and firms, and a survey of the methodology, describing the strong and weak points of the models and possible improvements and extensions. The regional labour market forecasts have not been evaluated so far.
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leavers onto the labour market and (b) the supply of short-term unemployed. Comparing the expected future labour demand with the supply gives us an indication of the discrepancies on the labour market by occupation or education. These discrepancies can be expressed as an Indicator of the Future Labour Market situation (FLM), which indicates the future labour market prospects of school-leavers with a particular type of education or the future recruitment problems of employers in a particular occupation. The figure compares supply and demand for the occupational groups. Using the FLM, employers can foresee to what extent it will be possible to achieve the desired educational structure in particular occupations.

Expansion demand

The forecasts are based on the national employment projections by sector, which are in turn based on the CPB’s Athena model. Athena is a multi-sector model of the Dutch economy (CPB 1990) which identifies 15 sectors. The CPB does not make regional forecasts of employment growth by sector, however, so an alternative source of forecasts is required from which to compile national and regional forecasts by sector using a similar methodology. The regional forecasts of employment growth by sector are derived from forecasts made by the provinces themselves or other institutions (Ecorys NIE, TNO). The national CPB employment forecasts are often used as input when compiling these regional employment forecasts, however. We translate the forecast employment growth in economic sectors into expansion demand by occupational class, allowing for the fact that some occupational classes in economic sectors may grow more rapidly than others. We then determine the implications of the predicted growth in the various occupational classes for expansion demand as regards each type of education. The regional forecasts of expansion demand are based on these national forecasts. The expected national changes in the occupational and educational structure of employment are projected onto the professional and training structure of employment in the region concerned.

Data on the regional employment structure are drawn from the Statistics Netherlands Labour Force Survey. Forecasts are only made for occupational groups or types of education with at least 2,500 persons (averaged over two years) employed in the region in question. This restriction is set by Statistics Netherlands to prevent the publication of figures from the Labour Force Survey with confidence intervals that are too broad. Thus this number can be regarded as the minimum size of an occupational group or type of education for which reliable regional labour market forecasts can be made.

Figure 2 illustrates the expansion demand model. The boxes are of various colours: brown indicates the results (or interim results) from estimating the national forecasting model; additional data required for forecasting regional expansion demand are shown in orange; the results of the regional model are designated in blue rectangles; and white rectangles with a blue frame represent the final forecasting results of changes in provincial employment by occupational group and type of education.

10. The classification and number of sectors identified in the Athena model of CPB varied over time.
11. For more information see Cörües, De Grip and Heijke (2002) and Cörües et al. (2004).
12. A similar approach has been followed with regard to regional occupational forecasts in the United Kingdom (Lindley and Wilson, 1991).
The national employment forecasts by occupational group are produced as follows. Based on the C39 forecasts of employment by sector, a two-step model is estimated to explain the occupational structure of the sectors. The changes in employment levels by economic sector are first translated into employment changes for 43 occupational segments using a model with explanatory variables. Changes in the employment structure are estimated on the basis of the Labour Force Survey data from 1988 to 2002. As the available time series is rather short, a random coefficient model (RCM) has been used.

Replacement demand

The demand for labour also includes replacement demand, which arises when workers retire, leave the labour force under an early retirement scheme or owing to disability, withdraw from the labour market temporarily, switch to another occupation, etc. Replacement demand only arises, however, if the departure of an employee actually leads to a vacancy for a new entrant; if it is taken as an opportunity to cut employment levels, no replacement demand results. There is also an important difference between replacement demand by occupational class and by type of education. As occupational mobility affects replacement demand by occupational class but not by type of education. Switching occupations has no effect on the educational structure of the labour force by type of education. In this case, replacement demand only arises in the educational category in which the worker’s previous education was classified.

The first step in modelling future replacement demand by occupational group is describing the inflow and outflow patterns by occupational group over a historical period. As suitable data on the inflow and outflow patterns by occupational group is not available, stock data is used. Using the ‘cohort components’ method we calculate cohort change rates based on the number of persons in the same birth cohort who were employed at two different times (see Shryock and Siegel 1980).

The second step is to translate these inflow and outflow patterns into replacement demand by occupational group. In the case of occupational groups with an increase in employment in the period (t+1), replacement demand equals total net outflow over this period. In the case of occupational groups where a decrease in employment is expected, replacement demand equals total net inflow.

The replacement demand for Gelderland (see next paragraph) is calculated using data from the local government office on the structure of the labour force by gender and age. The corrections for changes in the participation rate are also determined using these regional data. To forecast the replacement demand we use the same inflow and outflow rates (by gender and age group, and by occupation and education) as those estimated for the country as a whole. Here we assume that these rates do not differ very much from one region to another, as retirement schemes for industries or occupations, for example, are often agreed at national level. The occupational structure of the working population is again drawn from the Labour Force Survey. A regression procedure (proportional fitting of a table to given marginal totals) is used to estimate the matrix of occupation by age–sex group. Total regional replacement demand by occupational group can be calculated by projecting the corrected net inflow and outflow ratios onto this matrix.

Forecast of inflow of school-leavers onto the labour market

Forecasts of the flows of school-leavers entering the labour market match the Reference Forecasts (’Referentieaannemer’en’; see Ministry of Education, Culture and Science for courses in the ‘regular’ (full-time initial) education system. The ROA disaggregates these forecasts using supplementary data from Statistics Netherlands education matrices and its own information on school-leavers. Supplementary data from Statistics Netherlands are used to estimate the effects of continuous (vocational) education on the flows entering the labour market. The Reference Forecasts cover not only pupils who leave school with qualifications but also those who end their studies without a school-leaving certificate. With the aid of education transition matrices these preliminary school leavers are given the qualification of the previous school from which they left.

A forecast is also made of the flow from post-initial education onto the labour market. This flow indicates the effects of lifelong learning on the educational structure of the labour supply. Data on the inflow of ‘newcomers’ to the labour market from post-initial education are taken from the Labour Force Survey. Owing to data restrictions we assume that, in the forecasting period, the proportion of workers with a particular educational background who complete a post-initial training course that gives them another educational background is the same as in the previous year for which data on participation in post-initial training are available.
The national inflow of school-leavers with a particular type of education onto the labour market is distributed among the regions based on the shares of working youngsters (under the age of 30) living in the various regions (provinces of the Netherlands). By implicitly allowing for historical migration flows of young workers between regions, we are able to forecast the inflow of school-leavers onto the regional labour markets. Gaps between supply and demand in particular labour segments within regions may change the direction of these migration flows, however.

**Labour market gap indicator**

By matching labour demand with labour supply we can construct an Indicator of the Future Labour Market situation (iflm). This indicator of labour market prospects is constructed for each of the occupational groups and types of education. If the indicator of future labour market recruitment problems for employers is 1, employers are not constrained by a limited supply of particular types of education in their recruitment. The indicator represents the extent to which labour supply meets labour demand in each occupational group, in particular the likelihood that employers will be able to achieve the desired educational mix of workforce in the occupational groups at the end of the forecasting period (see Cövers et al. 2004). The smaller the indicator, the larger the recruitment problems for employers. The indicator of the future labour market situation is translated into a ‘qualitative characterization’ of expected future recruitment problems for employers on a 5-point scale: none, almost none, some, serious and very serious recruitment problems. A broad qualitative characterization of this kind is adequate for various purposes, including recruitment policies, labour market exchange, training policies and vocational and educational counselling. It also obviates the problem of too much significance being attached to exact numbers of shortages or surpluses.

The forecasts and the labour market gap indicator (iflm) give an indication of which way labour flows between regions need to change so as to smooth out the discrepancies between labour supply and demand. Although the basic regional labour market model does not take potential changes in interregional mobility flows into account, these may be important as a labour market adjustment mechanism. Local labour markets may be isolated, on the other hand, by the presence of infrastructural barriers that prevent the free movement of labour between regions; shortages of specific types of workers in a local labour market can persist if these barriers are too high.

**The regional labour market forecasting model applied**

This paragraph presents the forecasting results for the Province of Gelderland, one of the twelve provinces of the Netherlands. Gelderland is situated in the centre of the Netherlands (the Province of Utrecht) and Germany. The capital city of Gelderland is Arnhem and other important towns are Nijmegen and Apeldoorn. The Gelderland labour force numbers about 845,000, 12% of the Dutch working population. Relative to the country as a whole, a high proportion of people in Gelderland work in the food and beverage industry, the metal and electronics industry, the rubber and plastics industry and the construction industry. A relatively small number of people are employed in energy, chemicals and transport, storage and communications.

Forecasting results for the Province of Gelderland

Table 1 shows the forecasting results for eleven occupational classes over the 2003–2008 period (see Cövers et al. 2004). These eleven occupational classes are aggregates of 127 occupational groups for which the most detailed forecasts are available. The classification of occupational groups is based on the 3-digit International Standard Classification of Occupations (isco). The forecasts vary significantly for different occupational groups within one occupational class, in particular between occupational groups with (a) high and (b) low job levels.

The total percentage of job openings during the five-year period from 2003 to 2008 is expected to be 20% of the total number of employed in 2002. Note that total replacement demand is much higher than total expansion demand. The largest number of job openings as a percentage of occupational employment in 2002 is found in public security and safety occupations, educational occupations and cultural occupations (e.g. interpreters, library assistants, artists, clergymen and journalists). These last two occupational classes also exhibit the largest replacement demand, whereas very low replacement demand is expected in ICT occupations. These differences in replacement demand result from differences in age composition between occupations. Rapidly growing employment in ICT occupations has been attracting large numbers of young people, and expansion demand in these occupations is expected to be the largest of all the occupational classes. Employment in agricultural occupations is expected to decrease even further in the years to come, and expansion demand is also expected to be negative in technical and industrial occupations, transport occupations, socio-cultural occupations (e.g. personnel officers, personnel managers, welfare workers, researchers) and commercial and administrative occupations.

The comparison between labour supply and demand is reflected in the Indicator of the Future Labour Market situation (iflm). As already mentioned, the indicator is set to its maximum value of 1 if employers are not constrained by limited supply of school-leavers with particular types of education. The smaller the indicator, the larger the recruitment problems. It follows from Table 1 that employers looking for graduates qualified to work as teachers in the educational sector will be confronted with very serious recruitment problems. The number of job openings in these occupations, caused mainly by replacement demand, cannot easily be refilled, as the inflow of school-leavers into educational occupations is too low. In spite of the relatively large number of job openings in public security and safety occupations, the inflow of school-leavers is large enough to prevent serious recruitment problems for employers. Employers may expect serious recruitment problems in cultural occupations and technical and industrial occupations, how-
ever: in the case of the former, the number of job openings as a percentage of occupational employment is relatively large, as against average in the case of the latter. The recruitment problems in the technical and industrial occupations in Gelderland are due mainly to the relatively low inflow of technically trained school-leavers onto the labour market, and these problems are much greater, on average, than in other parts of the country. In the case of socio-cultural occupations, on the other hand, the recruitment problems are much smaller in Gelderland than in the country as a whole.

**Commuting flows and the inflow of school-leavers onto the regional labour market**

One way to reduce the mismatch between supply and demand in Gelderland would be to change the commuting and migration flows. The supply of labour from other (neighbouring) regional labour markets with fewer mismatches between supply and demand could reduce the mismatches in specific occupational groups in Gelderland, e.g. the technical and industrial occupations mentioned above. Table 2 gives some idea of the changes in commuting flows and flows of school-leavers onto the regional labour market that would be required to bridge the gap between labour supply and demand for the eleven occupational classes. As the table shows, to solve the shortages in educational occupations in Gelderland, incoming commuting flow would have to increase by about 170%. This does not seem very realistic, in particular given that employers are expected to have serious recruitment problems in other parts of the country. In the case of technical and industry occupations, on the other hand, an increase of only 1% in the incoming commuting flow would meet the expected excess demand in Gelderland. Furthermore, a 14% decrease in in-commuters in socio-cultural occupations would help to solve the serious recruitment problems expected in other parts of the country.

Changes in the inflow of school-leavers onto the labour market could also reduce the mismatches between supply and demand on the regional labour market. School-leavers could choose to work in other occupations, as school-leavers in earlier cohorts used to, or could decide to work (and live) in other regions with better labour market prospects. As the last column of Table 2 shows, the changes required in the inflow of school-leavers are smaller than those required in incoming-commuting flows in the case of some occupations. In cultural occupations a 22% increase in the inflow of school-leavers from other regions would solve the recruitment problems of employers in this occupational class, whereas in-commuting flows would have to increase by 40% to get the same result.

**Final remarks**

The previous paragraph discussed the labour market forecasting model developed by the RDA, which goes beyond the scope of the traditional manpower requirements approach. The model predicts mismatches between labour supply and demand at regional level in the medium term. It covers the regional labour market as a whole with regard to detailed occupational

### Table 1: Expected future expansion demand, replacement demand, job openings, and Indicator of Future Labour situation (IFL M) by occupational class for employers in 2008, as a percentage of occupational employment in 2002

<table>
<thead>
<tr>
<th>Occupational class</th>
<th>Expansion demand %</th>
<th>Replacement demand %</th>
<th>Job openings %</th>
<th>IFL M</th>
<th>Characteristic of expected recruitment problems in 2008</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational occupations</td>
<td>10</td>
<td>21</td>
<td>32</td>
<td>0.89</td>
<td>Very serious</td>
</tr>
<tr>
<td>Cultural occupations</td>
<td>9</td>
<td>18</td>
<td>28</td>
<td>0.90</td>
<td>Serious</td>
</tr>
<tr>
<td>Agricultural occupations</td>
<td>-8</td>
<td>18</td>
<td>18</td>
<td>0.96</td>
<td>Almost none</td>
</tr>
<tr>
<td>Technical and industrial occupations</td>
<td>-3</td>
<td>18</td>
<td>20</td>
<td>0.91</td>
<td>Serious</td>
</tr>
<tr>
<td>Transport occupations</td>
<td>-3</td>
<td>13</td>
<td>15</td>
<td>0.96</td>
<td>Almost none</td>
</tr>
<tr>
<td>Medical and paramedical occupations</td>
<td>5</td>
<td>17</td>
<td>23</td>
<td>0.92</td>
<td>Almost none</td>
</tr>
<tr>
<td>Commercial and administrative occupations</td>
<td>0</td>
<td>14</td>
<td>16</td>
<td>0.95</td>
<td>Almost none</td>
</tr>
<tr>
<td>ICT occupations</td>
<td>11</td>
<td>9</td>
<td>21</td>
<td>0.93</td>
<td>Some</td>
</tr>
<tr>
<td>Socio-cultural occupations</td>
<td>-1</td>
<td>15</td>
<td>18</td>
<td>0.95</td>
<td>Almost none</td>
</tr>
<tr>
<td>Care and service occupations</td>
<td>6</td>
<td>16</td>
<td>23</td>
<td>0.97</td>
<td>None</td>
</tr>
<tr>
<td>Public security and safety occupations</td>
<td>7</td>
<td>25</td>
<td>34</td>
<td>0.92</td>
<td>Some</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1</td>
<td>16</td>
<td>20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: RDA/Province of Gelderland/cbs

### Table 2: Changes in commuting flows (average 2000-2001) required to solve discrepancies between demand and supply by occupational class, as a percentage of the forecast excess demand (2003-2008) by occupational class, Gelderland

<table>
<thead>
<tr>
<th>Occupational class</th>
<th>Incommuters Inflow of school-leavers %</th>
<th>Required change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Educational occupations</td>
<td>172</td>
<td>169</td>
</tr>
<tr>
<td>Cultural occupations</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td>Agricultural occupations</td>
<td>-16</td>
<td>3</td>
</tr>
<tr>
<td>Technical and industrial occupations</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Transport occupations</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Medical and paramedical occupations</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Commercial and administrative occupations</td>
<td>-48</td>
<td>-26</td>
</tr>
<tr>
<td>ICT occupations</td>
<td>41</td>
<td>42</td>
</tr>
<tr>
<td>Socio-cultural occupations</td>
<td>-14</td>
<td>-9</td>
</tr>
<tr>
<td>Care and service occupations</td>
<td>29</td>
<td>10</td>
</tr>
<tr>
<td>TOTAL</td>
<td>38</td>
<td>123</td>
</tr>
</tbody>
</table>

n.a. = not available due to too small numbers

Source: RDA/cbs
groups and types of education. When drawing up the regional labour market forecasts an approach was chosen in which regional forecasts of employment growth by sector, age composition and participation rates at regional level and the regional distribution of workers by type of education are important inputs. One advantage of this approach is that it makes national and regional forecasting of the labour market consistent. Another advantage is that, in spite of the data constraints, a fairly high level of disaggregation by occupation and education can be achieved at regional level. The forecasts by occupation and education can therefore be useful both to policy-makers, who can use the regional forecasts at a more aggregate level; individual employers, who may be interested in the future labour market situation in particular occupational groups; and schools or youngsters who may want to know the labour market prospects for particular types of education.

On the other hand, the region-specific dimensions in the labour market forecasting model of provinces are limited, as the forecasting draws heavily on national employment trends by occupation and education, and on national flow ratios of workers in and out of the labour force. We do not expect trends in the occupational and skill mix in particular sectors, e.g. the increase in white-collar jobs at the expense of blue collar jobs, and the upgrading of skills, to differ very much between similar sectors across regions. Nor are inflow- and outflow-rates by age group and gender due to e.g. retirement, motherhood or job mobility expected to differ much in similar occupational groups across regions. Finally, the regional model does not really deal with changes in the geographical mobility of workers resulting from regional mismatches between supply and demand on the labour market in the province concerned and the neighbouring regions: how relevant these mobility flows are depends on whether similar labour market segments in neighbouring provinces are interrelated, and thus to what extent labour market developments in the particular region respond to mismatches between occupation and education (‘gaps’) in other regions. Further research is required to incorporate these adjustment processes into the regional forecasting model.
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The PRIMOS model for demographic developments
Model description and application to four housing scenarios
Introduction

The demographic changes in terms of numbers of inhabitants, households and household composition determine to a large extent the future demand for housing, education, medical services and such. Demographic projections can be very useful for policy makers, whether they have to deal with national spatial policy or building programs at the municipality level. After all, detailed demographic information on a detailed geographical level can be used to estimate the demand for services for instance the housing demand, the number of primary schools, hospitals or retail facilities.

Over the past 15 years, the PRIMOS model has made a considerable empirical contribution to policy research by making demographic projections, at a detailed level of geographical scale (Heida and Gordijn 1985). The model has been applied in numerous population and housing market studies for the national government as well as regional and local institutions. Examples of the application of the model are the projections of the spatial claim for new residential areas in the Fifth National Policy Document on Spatial Planning (Ministry of Health, Spatial Planning and the Environment 2000) or recent population projections (den Otter and Heida 2002a).

The PRIMOS-model generates demographic projections, accounting for changes in the personal lifecycle or household situation by explicitly modelling demographic events and accounting for regional variations in household behaviour (Crommentuijn 1997). Furthermore important interactions with the housing and labour market are represented. A qualitative mismatch between household developments and the housing market can first of all lead to intra-regional migration (residential migration). To a large extent these moves are driven by local housing supply. In other words: if housing demand cannot be met in the current region, households might decide to search for suitable dwellings in other regions. Secondly, the interaction between employment and population change is an instigator for interregional migration (Heida and Poulus 1993; Crommentuijn and Heida 1996). In case of disequilibrium between employment and labour force within a region, interregional migration, commuting and change of workplace are the equilibrating mechanisms to restore the regional work-supply balance. PRIMOS determines the employment migration based on regional employment change.

This chapter first of all gives a general description of the PRIMOS model. Additionally a case study illustrates the application of the PRIMOS model for making national projections for housing production in the period between 2002 and 2030. Finally, in the conclusion the possibilities and future developments of the model are discussed.
The model
In this chapter a general description is given for the demographic part of the PRIMOS model. Additional background information on the model structure and parameter estimation can be found in Heida (2003). The following topics are addressed successively: the general structure of the model, the demographic processes that are modelled, the way that interregional migration is accounted for and the housing market implications.

General structure
PRIMOS has a modular structure each describing specific aspects of the demographic development or housing market and labour market interaction. Globally, the following processes can be distinguished within the model:

- demographic and household developments
- regional migration
- housing market dynamics
- housing production

In describing all these processes PRIMOS makes specific assumptions that will be further explained in the next sections. The main geographical scale in the model is the municipal level, although some processes are modelled at the higher geographical scale of the region or the lower geographical scale of the residential district (the local level). Long distance migration for instance is modelled at the interregional level of 40 nodal regions (the so-called COROP regions). Housing market choice within the region (dwelling type- and living environment) is modelled at the local level. The regional projections that are made within PRIMOS are consistent with the annual national demographic estimation, made by Statistics Netherlands (SN).

Demographic and household developments

Demography
The national population projection made by Statistics Netherlands forms the basis of the PRIMOS projection. Based on these national population projections, PRIMOS determines the national household development. In order to arrive at his household projection, the national population, distinguished by age and sex, is further classified using the attribute ‘position in the household’. The changes in household positions are partly caused by population changes such as birth and death, and partly caused by household transitions like leaving the parental home, starting to live together, getting divorced and moving to an institutional home. In order to assess the consequences of these household dynamics, which, due to data limitations and small sample sizes, can often only be estimated at the national level for the housing market, an algorithm was developed that allocates the national changes to the level of residential environments within municipalities. In this allocation the municipal level plays a central role. The allocation is made proportionally with the ‘risk’ population and offers the possibility to incorporate municipal differences in the probabilities. Moreover, the probabilities of birth and death are dependent on household composition, and vary between regions. Therefore, these so-called transition probabilities are derived from national statistics, taking into account regional differences.

Foreign migration
In order to take foreign migration into account, PRIMOS takes the national population projection as a starting point as well. The national projection gives the annual immigration and emigration figures (including the net total of administrative corrections) in terms of age, sex and country of birth. A separate sub-model within PRIMOS distributes these immigrating and emigrating households over the regions and municipalities.

The distribution of the immigration over de municipalities is roughly in proportion to the municipal housing supply and also takes into account municipal attraction factors. These immigration specific factors are estimated as the extent in which the municipal share in realised immigration in recent years differs from her share in the housing supply. The municipal factors differ per age group and (group of) country of birth of the immigrants.

Emigrants are, in principle, divided over the municipalities in proportion with the number of inhabitants. The basic assumption here is that municipalities generate emigrants in proportion to their population. Furthermore, similar to the procedure used for immigration, municipal factors are derived that indicate to what extent the realised number of emigrants of a municipality (checked for the share of the population) deviates from the proportional emigration figure.

Household development
The PRIMOS model also has elements for which household changes are not directly related to demographic changes and internal migration, such as leaving home, co-habiting (including marriage) and breaking up (including divorce). Figure 1 shows the demographic changes of households on the right side; the changes in household positions are shown on the left side. Two remarks have to be made here. Birth does not only lead to more children living at home (the entries), but usually also to a change in the household of the parents (from living together to living together with kids or from n kids to n+1 kids). Death of people living together leads also to a household change for the partner that is left behind. The events concerning the change of a household position are (i) leaving home; (ii) starting to live together; and (iii) breaking up of people living together. These events are modelled by means of transition functions that are age- and sex-specific. The national household changes are, in principle, allocated to the municipalities in proportion with the risk population. Municipal differences are incorporated by weighing the risk population with individual parameters. These express municipal differences in, for example, the age that children leave home, the ratio in living alone or together and the breaking up rate.
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Relocation
In addition to the formation, the change and the dissolution of households, the inter-municipal relocation is an important element in the municipal household development. This is relevant in terms of both quantity and quality. After all, the number of households that settle themselves can differ from the number that leaves and can have a different household composition from the ones that leave. In the present version of PRIMOS two types of moves are distinguished: interregional migration and housing market related relocations.

The first type, interregional migration, is triggered by motives concerning the supply level of facilities (like employment, education or homes). For instance, when the supply-demand ratio of labour within the region is larger than one, one can decide to out-migrate. To account for the strong inter-dependency between employment and employees (households) a module has been developed that accounts for these interdependencies (the COMBI module: see Heida and Poulus 1993). The second type of relocation is related with the housing market. These moves arise mainly from finding a (more preferred) accommodation within the region or a region nearby. The interregional migration processes in PRIMOS are depicted in figure 2.

Housing market dynamics
For modelling the moves on the housing market a further geographical differentiation is made at the sub-municipal level of the residential district. This differentiation is based on 13 types of distinctive residential environments. In urban municipalities a distinction is drawn between central urban plus, central urban, urban pre-war, urban post-war compact, urban post-war property tied, and green urban residential environments. In the other municipalities the following environments are distinguished: central small urban, small urban, green small urban, central village like, village like, rural accessible and rural peripheral. With this classification the 489 considered municipalities are divided into 1323 different spatial units.

Immigrants and interregional movers have to compete with intra-regional movers, the latter group formed by starters (newly formed households in the region) and existing households who search for another dwelling within the region. For every household their housing preferences are expressed in terms of the type of dwelling (single- or multi-family, tenure and price category) and the type of residential environment. A household’s preference depends on the household situation, age category, income category and current living situation.

The housing demand thus formed is met by the available supply in the region, which originates from new housing construction, and vacancies as a result of households leaving the region, or moving up the housing ladder within the region, as well as household dissolution. The match between demand and supply leads to interregional and intraregional moves and these moves in turn lead to adjustments of the municipal population and household situation. Supply and demand are matched on the housing market in four cycles. Demanders for dwellings in ample supply find a home in the first round, since

---

**Figure 1.** Demographic and household transitions (number of households, x1000), in 2004

**Figure 2.** Migration motives and interregional migration

---
there are no supply constraints. On the other hand, only a certain share of the
demands for scarce available dwelling types find a suitable dwelling. Part of
these households who do not succeed respond to this situation by delaying
their housing demand: they try again in the next cycle or the next year. The
other households adjust their preferences and start searching for a less scarce
dwelling type that is close to their original preferences.

Housing production
If housing demand for a specific type of dwelling exceeds the available hou-
sing supply of that type, then housing supply is an important constraint. This
will also have effects on local or regional household development, because it
is likely that a household will start looking for the same type of dwelling in a
different municipality or region. Furthermore, it can be assumed that housing
production itself is influenced by regional housing demand. In other words,
based on the population and household characteristics in a region, assump-
tions can be made about the desired number of dwellings by type, tenure and
price. The way in which the housing demand and the housing production are
determined will be addressed later in this section; first we will discuss how
the regional housing market is incorporated in the model.

In general, the housing demand in a region corresponds to the number of
households; however, two adjustments have to be made. The first adjustment
is an increase in the number of households in need of a dwelling as a result of
the so-called urgent movers: people who are not forming a household,
but who are in need of a dwelling. This person has to be 18 years or older,
searching for a dwelling for at least half a year and willing to directly accept a
suitable dwelling.

The second adjustment concerns a decrease in the number of households
in need of a dwelling. This applies to households who live in a dwelling but
who move to an institutional home, or start living in with other people,
or sharing a dwelling, etc. It also applies to households who currently
live in institutional homes, or living with others, and not in urgent need
to move to a regular dwelling. The parameters to determine the housing
needs are derived from The National Housing Demand Survey (in Dutch:
Woningenbehoefteonderzoek: wbo). Furthermore it has to be accounted for
that not all unoccupied dwellings in the housing stock are available for sup-
ply. Examples are (vacant) dwellings not suited for living, second homes, etc.
Moreover, in a properly operating housing market a certain minimum per-
centage of dwellings is vacant as a result of the time required for transactions.

To determine the housing needs (the preferred housing stock) the number of
households in need of a dwelling has to be increased with the desirable (nor-
mative) vacancy. Apart from the desired future housing stock, an important
outcome of the projection is also the amount of dwellings has to be built on
balance in a certain period of time to meet the increase in housing needs for
that period (the expansion need).

In previous versions of PRIMOS the housing production was modelled exo-
genous. It was static and based on existing and foreseen building programs
and on historic trends in housing production (Den Otter and Heida 2002b).
Recently it seemed desirable to apply a more dynamic approach in modelling
the housing production. Therefore a module is being developed with the
objective to generate scenarios of housing production and land use trans-
formations at the local level. In a housing scenario it is assumed that housing
production depends on the suitability of locations, the current land use, the
regional housing demand and parameters that describe the spatial policy.
The housing production is calculated stepwise. In the first step the regional
housing demand is derived from the household developments at the regional
level. Subsequently this regional demand is allocated to existing or future
residential districts according to a development potential in each of these
districts. This development potential is derived from various location charac-
teristics describing the suitability for housing production at the location.
The high level of detail used in the computation of the development potentials
and the simulation of the real estate developments adds to the accuracy that is
needed to predict future intensification of land use and the formation of new
residential areas. In the next step the local housing production can be used to
model household projections at the local level. A more elaborate description
of the first stages of this approach can be found in De Bok et al. (2004).

Uncertainty margins in demographic projections
In combination with the most probable future development, PRIMOS also
calculates a bandwidth around these outcomes. Both the projection analysts
as well as the policy makers have a role to play in this process. The projection
analysts give insight into the uncertainties involved in the projection, and the
policy makers have to decide which uncertainties they want to incorporate.
This means that even a projection with uncertainty margins has to be consid-
ered as conditional. However, some uncertainties are considered explicitly in
the model. The PRIMOS projection accounts for the following uncertainties:

- the population growth (fertility, life expectation and foreign migration)
- the household composition development (the timing of leaving home,
  the choice between living alone or living together as a result of leaving
  home, breaking up and re-cohabiting)
- for elderly people the choice between living independently or moving
  into a home for the elderly
- the regional distribution of the future employment growth and its impact
  on interregional migration

Apart from a trend scenario, a high and a low variant is calculated for each of
these components. The values for each of these variants are chosen in such
way that it is assumed that with a certainty of 67 percent the future develop-
ment of this component will be within these boundaries. Next, the uncer-
tainty of the total projection is calculated using a combinatorial components
method.
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Case-Study: Four housing production projections

This chapter presents a case study on the demographic and housing production projections for four long-term policy scenarios. These European scenarios are being developed by the Dutch planning agencies (Mooij and Tang 2003; Van Egmond et al. 2004) and describe important demographic, economic, environmental and social developments in the Netherlands for the next decades. The results of the study will be used by the Netherlands Environmental Assessment Agency (NIVR 2004). Within this project inter-sectoral spatial claims (housing, working, nature, water etc.) are allocated in mutual competition to forecast future land use using the RuimteScanner (Scholten 2001). The preliminary results of the analysis are discussed in this section as an example of the use of demographic projections for housing production estimates.

Assumptions

The original scenario assumptions were translated into regional demographic and housing assumptions (de Jong 2004). This resulted in a set of assumptions for regional and housing market developments as the basis for simulating the household developments from 2000 to 2030. The main assumptions are listed in Table 1.

Production projections

Determining factor in the housing demand is the development of the number of households. The Global Economy scenario has by far the largest growth in the number of households and therefore also largest housing production. Figure 3 shows an increase in the housing production in the next decade to more than 120 thousand dwellings annually until 2020. This high production is a result of immigration, the high level of individualisation and the strong economic growth. At the end of the simulation period (2030) the housing production is back to its current level: 80 thousand dwellings annually. Strong Europe also shows an increase in the production, mainly by the strong individualisation, although the increase is only limited to 100 thousand dwellings a year. The scenario Transatlantic Market more or less levels the current production. Economic growth and individualisation are moderate but immigration is low. Finally in the Regional Communities scenario the production is expected to drop even more significantly and stabilises to annually 40 thousand dwellings.

Diversity in residential environments and between regions

PRIMOS has translated the demographic, housing market and regional assumptions into local housing demand and housing production for each scenario. Table 2 and 3 shows the diversity in the housing production in each scenario over the different residential environments and different regions. The distributions of the housing production for the four scenarios show relative large differences over residential environments and little variation.

Table 1. Regional and housing market assumptions in European scenarios

<table>
<thead>
<tr>
<th>Global Economy</th>
<th>Strong Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>concentration in the west of the Netherlands</td>
<td>convergence of regional growth</td>
</tr>
<tr>
<td>concentration in cities and around infrastructure</td>
<td>concentration in cities and peripheral districts</td>
</tr>
<tr>
<td>residence near workplace, suburbanisation by second dwelling</td>
<td>residing conveniently in and around cities</td>
</tr>
<tr>
<td>recreational use of rural area</td>
<td>large scale natural areas</td>
</tr>
<tr>
<td>housing demand aimed at urban environments</td>
<td>housing demand aimed at village environments</td>
</tr>
<tr>
<td>increasing segregation</td>
<td>no segregation</td>
</tr>
<tr>
<td>selective market oriented restructuring</td>
<td>strong restructuring by government</td>
</tr>
<tr>
<td>increase second dwellings</td>
<td>no second dwellings</td>
</tr>
<tr>
<td>strong increase home ownership</td>
<td>limited increase home ownership</td>
</tr>
<tr>
<td>no distinction public and private rental sector</td>
<td>strong public rental sector</td>
</tr>
</tbody>
</table>

Table 2. Housing production between 2002 and 2030 over residential environments (%)

<table>
<thead>
<tr>
<th>Strong Europe</th>
<th>Transatlantic market</th>
<th>Regional communities</th>
<th>Global economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural</td>
<td>10</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>Village</td>
<td>12</td>
<td>24</td>
<td>25</td>
</tr>
<tr>
<td>Green City</td>
<td>17</td>
<td>33</td>
<td>22</td>
</tr>
<tr>
<td>Peripheral Urban</td>
<td>35</td>
<td>13</td>
<td>21</td>
</tr>
<tr>
<td>City Centre</td>
<td>26</td>
<td>13</td>
<td>14</td>
</tr>
</tbody>
</table>
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### Table 3. Housing production between 2002 and 2030 over national regions (%)

<table>
<thead>
<tr>
<th>Region</th>
<th>Strong Europe</th>
<th>Transatlantic market</th>
<th>Regional communities</th>
<th>Global economy</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>14</td>
<td>15</td>
<td>14</td>
<td>10</td>
</tr>
<tr>
<td>East</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>14</td>
</tr>
<tr>
<td>West</td>
<td>57</td>
<td>60</td>
<td>59</td>
<td>62</td>
</tr>
<tr>
<td>South</td>
<td>13</td>
<td>10</td>
<td>12</td>
<td>14</td>
</tr>
</tbody>
</table>

**Netherlands**: 100 100 100 100

### Figure 3. Development of the housing production for four Europe Scenarios.

Number of houses \( \times 1000 \)

![Graph showing the development of housing production for four Europe Scenarios.](image)

### Figure 4. Regional housing production (dwellings) between 2002–2030 in the Global Economy scenario.

![Map showing regional housing production between 2002–2030 in the Global Economy scenario.](image)

- **Source**: mnp/abf
between regions. In the Global Economy scenario it was assumed that housing demand would concentrate in more urbanised regions and the cities within these regions. The simulation results therefore show a shift in housing production to the Western part and to urban residential environments. Almost one third of the housing production is facilitated in city centre environments. The scenario Strong Europe assumes a more equal spread over the regions and within these regions in and around the cities. The results show a lower share of housing production in region West and in residential environments in Peripheral Urban districts and the City Centre. The scenario Transatlantic Market assumes concentration of housing demand in region West and within the region a more even distribution of demand over the residential environments. This results in a housing production share of 60% for region West, but the share of housing production in urban environments is relatively low. The emphasis is on housing production in areas with low densities. This produces a relatively high spatial claim for new urban area. The scenario Regional Communities assumes an equal distribution over the regions and within the regions similar to the current distributions. The outcome is therefore a more equal spread over all regions and residential environments.

Discussion of the results
The presented results in this contribution are still preliminary: the long-term scenarios are still being discussed by the planning agencies and the housing projection module in PRIMOS is still under development. Besides the general differences between the scenarios described in Tables 2 and 3, more specific outcomes can be analysed. As an illustration, the results are presented in Figure 4 at the level of the COROP regions for the Global Economy scenario. The left map describes the total housing production (size of pie-chart) and distribution over residential environments (colours in the pie-chart) over the 40 COROP regions. The right map displays the housing production and the distribution of housing production in existing urban districts and new urban districts. From both maps it can be seen that the housing production in the Global Economy scenario is concentrated in the West of the Netherlands. Variations in shares of housing productions for the various residential environments are also evident. These variations are a result of housing demand developments within the region. One remark has to be made here, namely the determining role of the availability of residential environments within a region. For instance, a resident in a mainly rural region does not search for a dwelling in a city centre environment, if this residential environment is not available at all within the region. In this case the household migrates to another region.

The differentiation in the regional distribution between the scenarios is modest and, although the direction of the developments seems plausible, more regional differentiation can be expected. Therefore further analysis in the housing production developments, especially regional differentiation, is necessary to improve the housing production module. An important research topic is the regional differentiation and spill-over effects due to insufficient development potential to meet the housing demand in the region.

Conclusions and observations
This chapter will be concluded with some general conclusions and observations on the PRIMOS model. We evaluate the usefulness of the model and discuss future, possible or planned, improvements. These improvements include an expansion of the number of household attributes, the introduction of the so-called ‘Creative Class’ and the further development of the housing production module.

Usage of the model
The PRIMOS model makes projections of population and household developments. These projections are a result of transition probabilities and are calculated at the level of residential districts within the municipality. These probabilities do not only describe demographic phenomena, like birth and death, but also changes in the household type, like cohabitation, breaking up, and leaving the parental house. Migrations between regions take place when a household is not able to find a suitable dwelling in its own municipality, or when it searches an environment with better opportunities for labour or for using certain services. The empirical foundation is strong: transition probabilities are derived from a longitudinal data set (the National Housing Survey) covering the past twenty years.

The modular structure of the model offers flexibility to incorporate new phenomena or ideas in the model. This consistent structure for the modelling of demographic changes leads to a high level of transparency, which is one of the main reasons why the PRIMOS model has been applied in many policy studies. Applications range from long-term, national, demographic projections for the next 40 years or so, to predictions for a municipality on the number of kids and elderly people to determine, respectively, the demand for primary schooling and the number of rooms in institutional homes.

Future developments
The first addition to the model concerns an expansion of the household characteristics. The current version of the model does not take into account many relevant characteristics that influence the moving and migration behaviour. It is known that aspects concerning socio-economic status, ethnical background, lifecycle and lifestyle determine, more or less, a household’s preference for the type of dwelling and residential environment. The impact of the first two characteristics is relatively straightforward: they determine whether a household can pay the residential costs, the preference for residential environment and dwelling type. The lifecycle and lifestyle of the household probably have a less obvious influence on the residential choice. To improve the PRIMOS model a selection of household attributes should be included. Some of these are already implicitly incorporated in the model, like the phase where a household is in (e.g. single, living together with or without...
kids, divorced) and the age and sex of its members. Other aspects that can be added to the household and/or its members are the level of education, income, nationality, etc. However, it is very hard to gather this type of information on a nationwide level of scale, which is necessary for a comprehensive model like PRIMOS.

Currently much effort is put into the further development of the presented housing production module. First of all the empirical basis of the module is enhanced. For this purpose historical land use changes are analysed in order to determine the indicators that describe the suitability of locations for housing production. Furthermore GIS-routines are being developed to analyse various policy maps and translate these maps into policy restrictions that apply to a specific policy scenario. The implementation of an integrated housing production module is also vital to adequately describe housing market dynamics and residential migration. After all, if a household cannot find a suitable dwelling in its current municipality, it is forced to look in an adjacent municipality. It is therefore relevant for PRIMOS what the future, municipal building plans are since this will influence the composition of the municipality in terms of the type of households and their socio-economic status. Yet, some effort is necessary in order to really understand the housing market dynamics and implement the housing production module.

In the further developments of the PRIMOS model, it seems interesting to make an empirical contribution to the ‘creative class’ concept, that recently gained a considerable interest. According to Richard Florida (2002), the founder of the concept, the presence of a strong ‘creative class’ has a driving effect on (regional) economic development. This creative class does not necessarily include obvious creative jobs such as designers and artists, but also employees in the ICT sector, engineers, medical professions or teachers (Marlet and Van Woerkens 2004). Regional and local policy makers show great interest in this theory because they expect to improve the economic development of their region or agglomeration by attracting a strong creative labour force. This is already resulting in a growing interest from cities in creating attractive living environments that appeal to the creative class. In other words: a municipality can attract these productive people by creating a housing supply that meets their needs in terms of quantity and quality. The detailed level at which population projections are produced makes PRIMOS suitable to gain improved understanding of the location of the future creative labour force.
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Social cost-benefit analysis and spatial-economic models in the Netherlands
Introduction

After the appearance of the so-called oeï-guide on social cost-benefit analysis (Eigenraam et al. 2000), performing a cost-benefit analysis (CBA) has become an obligatory step in the decision-making process on all national transport infrastructure investments in the Netherlands. Like the comparable UK report (SCTR A 1999), the oeï-guide advocates to seriously consider the question whether or not the indirect economic effects of improving transport infrastructure represent additional welfare effects on top of the direct transport effects (time and cost savings) and the direct external effects (emissions, noise, etc.). Of course, social cost-benefit analysis is not only relevant for infrastructure policy. It is also a useful evaluation tool for all other types of spatial policy, such as physical planning, housing policy, environmental policy and spatial economic policy.

The core complication in all cases is that the direct cost and benefits of any policy are passed on through markets to parties that are not directly affected by the policy measures at hand. This generates two major analytical complications. First, during this process cost and benefits may increase or decrease in size, due to economies of scale and all kind of market imperfections. Second, during that process cost and benefits may be passed on or flown in across regional or national borders. Thus, the net total regional or net total national welfare effect may well be smaller or larger than the direct net effect for the region or nation at hand. Obviously, the only way to handle these complications in a systematic manner, without running the risk of double counting or undercounting additional welfare effects, is by means of spatial economic modelling.

In this contribution we discuss this issue at two levels. First, we discuss the essence of social CBA as a policy evaluation tool, and indicate the nature of the complication on different markets. In doing so, we use transport infrastructure as an example and discuss the land market in somewhat more detail. Second, we give an overview of whether and how well a series of Dutch spatial models are dealing with these complications, per type of market. There again, transport infrastructure is used as an example of a spatial policy intervention, but the emphasis in the discussion of the models will be on their treatment of product and labour market imperfections, as the land market is absent in most of the models. Further details on both issues can be found in the update on the indirect effects’ chapter of the oeï-guide (Elhorst et al. 2004). ¹ In the concluding section, some thought is given to problems that arise when different models are combined to capture the full array of effects.

¹ This report is in Dutch. The authors like to thank their co-authors of this update, J. Paul Elhorst and Carl C. Koopmans, and discussants from several government department and the cpb for their comments on the so-called oeï-update.
Complications of social cost-benefit analysis per market

Advantages, disadvantages, and partial versus integral CBA

The most important general feature of social CBA is its chosen policy goal: the aggregate welfare of a group of citizens, usually the inhabitants of a certain region or country. This means that all kind of intermediate policy goals, such as fighting regional unemployment or improving the quality of the built environment, are only treated implicitly in as far as they improve the welfare of the designated group of citizens. The most important technical feature of social CBA is the way in which the change in welfare is measured, namely as the aggregate willingness to pay (WTP) for the effects of a certain policy intervention. Measuring the WTP is relatively simple when changes in the provision of market goods to consumers are analysed. Then the so-called rule of half can be used: the change in the market price is multiplied by the average of the old and the new quantity consumed: \( \frac{1}{2} (P_{\text{old}} - P_{\text{new}}) (Q_{\text{old}} + Q_{\text{new}}) \).

However, when it is the provision of public goods that changes or when the external effects of the production and consumption of both private and public goods change, measuring the WTP may be complicated.

The advantage of social CBA is its use of one single criterion (the aggregate welfare change) that summarises the relative attractiveness of different policy options, as opposed to the multitude of criteria that have to be weight-ed somehow in the case of multi-criteria analysis. 2 The aggregate welfare of citizens, according to many, ought to be the single leading criterion for public policy, instead of the often-conflicting lower level policy goals of separate government departments. The disadvantage of social CBA relates to the fact that measuring the welfare effect of changes in non-market goods by means of the monetary WTP (1) is something that is difficult to comprehend by non-specialists and (2) using one single aggregate criterion implies that changes in the distribution of the aggregate welfare over the designated citizens are disregarded. To neutralise the first disadvantage, the OEI-update on the presentation of CBA results (Koopmans 2004) advocates presenting the welfare effects for non-market goods also in non-monetary physical terms, such as tons of CO2, number of jobs and acres of land lost. To neutralise the second disadvantage, the OEI-update on distribution effects (AVV 2004) advocates to also present the distribution of the welfare effects over different groups of citizens, if that is considered important.

Technically more complicated is the way in which all the welfare effects of even a seemingly simple policy measure, like a new road, may be measured in the first place. Individual citizens are often affected in many different ways along many different causal chains. CBA evaluation would be far simpler if this measurement could be restricted to the first order direct effects of a policy measure. Luckily this is possible when two conditions are met. When all markets are working perfectly and when there are no border-crossing effects, the passing on of the direct welfare effects to non-involved other actors will only change the distribution but not the size of the aggregate welfare effect. Thus, when these two conditions are met, a social CBA may be restricted to measuring the welfare effects only with the directly affected actors. Such a cost-benefit analysis is called a partial CBA, as opposed to an integral CBA that takes all ramifications through all different kinds of markets into account.

Unfortunately, most markets do not work perfectly. Moreover, especially when sizeable infrastructure projects are considered, border-crossing effects are unavoidable. In fact, such effects may even be aimed at, as bordercros-sing effects do not need to be negative. They may also be positive due to an increased competitive position of domestic firms or an increased locational attractiveness of domestic regions. Below we will briefly discuss the nature of the most important market imperfections, in general and specific per market.

Market imperfections in general

Markets may be imperfect for different reasons. First and foremost, actors on all markets usually take their own private cost and benefits into account but disregard the external cost and benefits caused with other actors. The conse-quence is a gap between private and social cost and benefits. Naturally, these external effects have to be taken into account when a social CBA is done, and have to be added in full to the direct effects. Second, the market price may be unequal to the private cost on the supply side, or unequal to the private benefits on the demand side. Such a difference may have several causes. Subsidies and taxes may cause a gap between the market price and private cost or benefits. Market power also may cause this gap.

Figures 1a–c show how the direct transport benefits, generated by the widening of a certain road, may cause additional welfare effects on competing transport markets because of market imperfections. In figure 1a, the road capacity enlargement leads to a reduction in congestion and thus to a reduc-tion in the average social cost (AC) that equals the marginal private cost of using the road. Car users will compare this with their marginal private benefits (MB), which equal the demand for road usage. The large orange trapezium shows the total direct benefits. The little orange triangle indicates the part of this increase that accrues to new car trips. Naturally this modal shift results in a reduction of demand for other types of transport. If the other transport mar-kets work perfectly, the orange triangle measures the full welfare change of these modal shifters, and the total welfare change could simply be measured by using the rule of half on the directly affected road market.

But transport markets do not work perfectly. Figure 1b shows how the pres-ence of a subsidy (on bus services) may lead to additional welfare effects on top of the direct effect in Figure 1a. If the price and average cost of bus servi-ces do not change, a reduction in demand will lead to a reduction of the subsi-dies needed to fill the gap between price and AC. This reduction of subsidies, equal to the orange rectangle in Figure 1b, represents an indirect additional benefit of the road widening. Figure 1c shows how the presence of econom-ies of scale (in rail services) may lead to another additional welfare effect. There it is assumed that the rail operator is required to set its price equal to its average cost, which secures a zero monopoly profit. In that case, a reduction in demand will lead to fewer economies of scale (i.e. higher AC) and conse-quently higher prices (Pp → Ps). These higher average costs for the remaining
rail services, indicated by the orange rectangle, represent an indirect additional cost of the road widening.

Product market imperfections, agglomeration economies and knowledge spillovers

On product markets, product-specific taxes and subsidies also distort prices, as in Figure 1b. Moreover, on many product markets, economies of scale lead to market power that mostly is not regulated, like in Figure 1c. In unregulated monopolies or oligopolies, changes in monopoly profits again represent additional welfare effects, next to changes in economies of scale (see Rouwendal 2001). Finally, monopolistic competition potentially induces yet another kind of additional welfare effect. In the standard Dixit-Stiglitz (1977) model of monopolistic competition, competition drives down the price to the average cost and monopoly profits to zero, but product differentiation (e.g. different brands) still allows producers the market power needed to set their prices above marginal cost. New transport infrastructure and consequently lower transport cost, in that model, allows firms to spatially extend their markets by exploiting their economies of scale. For consumers this leads to a larger variety of supply that represents an additional welfare effect (Rouwendal 2001).

The Dixit-Stiglitz model of monopolistic competition provides the theoretical core of the so-called ‘new economic geography’ models (see Krugman 1991; Fujita, Krugman & Venables 1999).

When spatial economic models cover all of the above imperfections, the question may arise whether or not the spatial agglomeration of economic activity represents a separate additional welfare effect. The literature distinguishes localisation economies that relate to separate industries, from urbanisation economies that relate to all economic activity. Furthermore, it distinguishes Marshall-Arrow-Romer cluster economies that are stimulated by local monopolies, from Porter cluster economies that are stimulated by local industrial competition, from Jacobs urbanisation economies that are stimulated by knowledge spillovers between different industries (see van Oort 2004, for an overview). If any kind of policy intervention stimulates spatial agglomeration, the core question is whether or not the economies or diseconomies of agglomeration are passed on through markets or outside of them.

If the (dis) economies are passed on through (higher)lower prices, the agglomeration effects will only produce additional welfare if the markets at hand work imperfectly, as indicated above. When all markets work perfectly, adding passed on external cluster and agglomeration economies to internal economies of scale at the firm level would imply double counting the same effects. Most knowledge spillovers, for example, are either passed on as part of regular customer supplier relations or by people moving from one firm to another. In such cases, the market price or the wage paid accounts for the knowledge passed on. Only when knowledge is passed on outside market transactions for free, for example during informal meetings, a truly external effect occurs that has to be added in full to the direct effect of the policy intervention at hand. In all other cases, adding them as a separate effect would simply imply double counting them.

---

Figure 1. Example of direct benefits on one market and additional benefits on other markets

1a. Widening of a road

1b. Effects on bus market

1c. Effects on rail market
Labour market imperfections in prices and quantities

Of all markets, the labour market is probably, and in the Netherlands definitively, the most imperfect one: first at the national level and even more so at the regional level. At the national level there is a large gap between the gross wage cost for the employer and the net wage for the employee, which reduces both the demand and the supply of labour. Social security and all kind of other benefits, raise the minimum wage against which people are willing to supply labour (the reservation wage). The consequence is a considerable amount of inactivity, both registered as official unemployment and hidden in low participation rates. Finally, most wages are nationally set in bilateral negotiations between labour and employer unions and declared binding. Consequently, wages only react to national unemployment changes, only with delay, and hardly in a downward direction. At the regional level, the immobility of lower educated labour in particular, and inflexibility of wages with regard to regional unemployment and inactivity, aggravates these national imperfections.

As spatial policy per definition affects some regions more than others, spatial models first need to specify the first order impacts on regional labour supply and demand, and second to specify the reactions of regional supply, demand and wages (if any) to these changes. The result needs to be a prediction of the change in regional matching of supply and demand in terms of unemployment, vacancies, commuting and migration. Summed over regions, either a national increase or a national decrease in employment, unemployment, productivity and related taxes and benefits will result. These net national changes then have to be valued in the usual way of willingness to pay while avoiding double counting the direct effects (see Eijgenraam et al. 2000; Elhorst et al. 2004).

One type of impact is especially important in the case of transport infrastructure investments, namely the reduction of commuting cost. A reduction in these costs will increase the spatial range of all affected labour markets. This may have two types of effects. First, supply and demand may find a better qualitative match in terms of education, profession, experience etc. These benefits will be especially relevant for more differentiated, scarce types of labour. Second, the quantitative match may also improve when inactive people would be willing to commute and search for jobs over longer distances. These benefits are more likely to be important for lower educated labour. However, only that part of the matching benefits that is not already reckoned with in the employee’s commuting and employer’s hiring decision has to be added to the direct commuter benefits measured on the transport market. The extra benefit is estimated at about 25% of the direct commuting benefits (see Elhorst et al. 2004).

Land market: zoning restrictions and subsidies

Like the labour market, at least in the Netherlands, the land market is also heavily regulated, but in a different manner. Prices, especially in the owner-occupied housing market and in the real estate office market, are rather flexible and may well be modelled such that they clear these markets, whereas wages in general do not clear the labour market.

Notwithstanding their flexibility, land prices are distorted by all kind of subsidies, which may well lead to additional welfare effects. Location specific subsidies are directly relevant in the market of industrial real estate and in the rental housing market. Several general subsidies influence prices in rental housing markets both directly, and indirectly in the case of individual rent subsidies. In the owner-occupied housing market, prices are mainly influenced indirectly because of the tax deductibility of mortgage interest payments. Including all these price distortions in a spatial model of the land market is not an easy task, which is probably why it is hardly done in practice.

Beside price distortions, spatial planning restrictions (zoning) are often thought to distort the land market as well, but this does not need to be the case. Zoning basically should be viewed as an attempt, be it an imperfect one (see CPB 1999), to correct for the external effects of specific types of land-use for non-users. Unregulated land-use would lead to too much land getting occupied by urban functions and too little by agriculture and nature, as urban landowners and users do not take the welfare loss of the former non-paying users of agricultural land and nature into account. If zoning would perfectly reflect the external costs of urban land-use, it would in fact internalise these external costs, and the land market would work perfectly (except for all subsidies). Additional welfare effects would only occur in as far as zoning is not perfect, which is likely given its slow reaction time.

Figures 2a–b illustrate the above argument with more precision, in more detail. It assumes optimal zoning restrictions in the base situation (the bold zr lines), with optimal land prices in a rural region (P r0) and an urban region (P u0) both in Figure 2a, and a third region (P r0) in Figure 2b. The land price in the urban region is significantly higher than that in the rural region. The reason is that the external effects drive the marginal social cost of urban land-use (musc) much more above the marginal private development cost (mpc) in urban areas where green is scarcer, than in rural areas where green is more abundant.

In Figure 2a, urban development is allowed by extending the zoning restriction in both regions (zr → zrl). As a consequence, urban land prices will decline a little to P r1 and P u1, and landowners will reap a profit equal to the two orange trapeziums. Panel A clearly shows that project development in urban areas is much more attractive, but the profits only represent a transfer of welfare from the former non-paying users of that land to the (speculative) landowners. Therefore, these profits do not represent an increase in aggregate welfare. In fact, aggregate welfare reduces with the size of the two brown triangles, as the amount of urban land, is assumingly increased to a sub-optimally large size.

Figure 2b shows the indirect effects of these two projects in a third region. Demand there will decrease and land prices will also decrease. Existing landowners will experience a financial loss equal to the orange rectangle (inclusive of the brown triangle), but again this only represents a transfer, now...
from the present owners to (future) private users. It represents no change in aggregate welfare. Aggregate welfare changes for a different reason, as too much land remains zoned for urban use compared to the now lower marginal private benefits (\(mpb\)). As urban land-use can only be returned to non-urban land-use at considerable cost, simply limiting the amount of land zoned for urban land-use to the new optimum cannot take this negative welfare effect away.

Of course, the case described in Figure 2 is very specific, but it illustrates the complex task of modelling the impact of zoning in such a way that the model outcomes can be used in a social CBA. Moreover, it shows that private profits of landowners and developers need to be corrected for the increase in the external cost of urban land-use. When zoning restrictions are considered more or less optimal, it also shows that actual land prices may be used as a proxy for the external cost of less green (e.g. Elhorst et al. 1999). As mentioned earlier, the direct and indirect effects on (land and housing) subsidies should be taken into account.

**International effects and macro-economic feedbacks**

Especially when large line transport infrastructure is considered, both directly and indirectly, time and cost benefits may accrue to foreign firms and citizens. This will result in a downward correction of the direct transport benefits. And, especially when large point infrastructure is considered, there may also be flow-on effects of increased foreign investment. This will require an upward correction of the direct transport benefits. Spatial economic models preferably should be able to capture both types of effects to be useful for social CBA.

When all indirect regional effects are summed, the net national indirect effect either may or may not be estimated correctly. This mainly depends on the question whether macro-economic feedbacks that only work at the national level are incorporated. Two sequential effects that mainly operate at the national level are of prime importance. When spatial policy interventions lead to a net national increase in the demand for labour, national bilateral wage negotiations will produce higher wages in all regions, which will result in cost and price increases for products from all regions. This will result in a decrease of exports, an increase of competing imports, and a subsequent decrease in labour demand in all regions, which will reduce the pressure on wages. When these feedbacks are absent, spatial economic models will produce an overestimation of the (international) benefits (Eijgenraam 1995).

**Spatial models**

We will discuss whether and how well existing Dutch spatial models incorporate the complications discussed above. If a model of the affected markets and regions contains a measure of consumer welfare, and explicitly accounts for the relevant market imperfections and cross-border effects, a correct estimate of the total of the welfare effects of a spatial policy intervention may be derived. Still we can pose the question why we need models to attain this.
Why not use a qualitative assessment of the way in which the direct policy effects are passed on and then estimate the most important additional effects in an ad hoc fashion?

The answer is that models, as opposed to non-structural approaches, clarify the way in which effects are passed on, accounting for interactions and feedbacks between the affected markets and regions. Thus, both double counting and undercounting indirect effects can be avoided much easier. In addition, estimating the distribution of the welfare effects across different groups of citizens, and estimating the indirect external effects of production and consumption in different regions, also requires a systematic and consistent estimation of indirect effects. A disadvantage of models compared to non-structural approaches is that the extent to which different markets can be included, along with transport imperfections and cross-border effects, is necessarily limited due to restrictions with regard to computational and data requirements. Here we will look at the extent and quality of the way in which existing Dutch spatial models incorporate and forecast indirect effects and additional welfare effects. First, we look at differences in spatial model approaches. We assess how market imperfections are incorporated in these models. Then, we assess the quality of the models in terms of economic theory, plausibility of the assumptions, empirical validation and scope of application. Finally, we identify which model extensions and improvements are desirable.

Transport models

To measure direct effects of new transport infrastructure, spatial transport models are available that mainly focus on the distribution of transport demand over the available transport network. Changes in the available transport infrastructure may lead to changes in transport costs, which are the first order direct effects. Changes in transport cost then affect production, labour supply and labour demand, and the demand for land and real estate, which in turn lead to changes in transport demand. The effect on transport cost of this change in transport demand is a second order feedback effect that can also be assessed by spatial transport models. Since most spatial transport models are not integrated into spatial economic models, the first and second order effects can only be calculated in separate model runs. Full feedback effects are therefore not taken into account.

The main Dutch regional transport models are the National Model System (LMS) for passenger transport (see www.rand.org/randeurope/) and the Strategic Model for Integral Logistics and Evaluation (SMILE) for freight transport (see www.inro.tno.nl).

Spatial models that focus on product markets

Quasi production function models estimate regional production as a function of traditional production factors, like capital, labour, land and intermediate inputs, and a number of additional factors, like infrastructure, transport cost and accessibility. The direct effects of new transport infrastructure in terms of increased accessibility or a decrease in transport cost are then translated into changes in regional production. The problematic assumption for these types of models is that regions with comparable amounts of traditional production factors, but with better accessibility, show higher production levels. Since the relation between accessibility and economic activity runs both ways, the econometric estimation of the quasi production function can be problematic (see Sturm 1998). Assuming fixed macro-economic growth solves this problem, but implies that the model can no longer estimate the generative effects of transport infrastructure, i.e. an increase in production, but can only estimate the distributional effects. This makes this type of model less suited for estimating additional welfare effects, but very suitable for estimating the distribution of the indirect effects over different regions. The best example of a Dutch quasi production function model is REGINA, which stands for Spatial Economic Growth Indication model (see www.tno.nl).

Simple regional input-output models explain regional production levels per sector by endogenous intermediate output and exogenous final demand of consumers, the public sector, private investments and regional exports (Leontief 1966). In more advanced interregional input-output models, consumer demand from other regions as well as intermediate exports to other regions are treated as endogenous (Oosterhaven 1981). This way, interactions between regions and sectors that depend on accessibility and transport cost are modelled more explicitly than in quasi production function models, leading to more realistic distributional effects of transport infrastructure investments. However, traditional input-output models only account for backward effects on suppliers and service providers. Hence, these models are not suited for assessing the forward effects of changes in transport prices on prices in other markets and are therefore unable to estimate generative effects. Adding forward effects exogenously without fundamentally modifying the standard model, leads to double counting of effects.

In the Netherlands, two models are available that do this, though in different ways. The REMI-NET model extends the interregional input-output model in a quantitative manner, inter alia by making interregional trade coefficients dependent on transport cost (see Van Bork and Treyz 2004; Ecorys-NET 2004), while the Economic Impact Study (EIS) extends the input-output model in a qualitative manner by adding project-specific survey information (see www.policyresearch.nl). The REMI-NET model has a recursive structure, which leads to moving averages, resulting in a dynamic instead of a comparative static process. As a result, it does not show equilibrium situations and in addition hardly accounts for market imperfections. Therefore, additional welfare effects do not follow directly from these interregional input-output models, and must be estimated separately.

General equilibrium models

Spatial general equilibrium models are comparative static models of interregional trade and location choices, based on the micro-economic theory of utility and profit maximising agents in the economy. Therefore, additional welfare effects follow directly from these models. In addition, the equilib-
Land-use/transport interaction models

Land-use/transport interaction (LUrI) models try to solve the land market deficiency in most spatial models by linking transport models to land-use or location choice models. These models generally use system dynamics to analyse the interaction between transport and the location of production and households (labour supply). They have become very detailed in terms of regions, types of households, sectors, transport modes and transport motives, and are therefore well suited for the estimation of distributional effects (see Oosterhaven and Knaap 2003, for further discussion and comparison with spatial equilibrium models).

Two very different types of LUrI models exist for the Netherlands. First, there is the Transport Infrastructure Land-use Interaction Simulation model (TRIGRIS XL), which focuses on location choices by companies and households that are based on the relative attractiveness of regions, which is determined by the supply of infrastructure and transport cost (see Rand Europe et al. 2002). The model assumes a certain economic growth and labour demand growth and is more suited for estimating distributional effects than generative effects, although it takes a number of market imperfections into account.

The second type of land-use/transport interaction model is MOBILEC, which stands for Mobility and Economy. Based on regional investments, which depend on the attractiveness of regions, the regional production and employment are adjusted the next period (see Van de Voorien 2004). This model is better suited for estimating generative effects. However, market imperfections that would lead to additional welfare effects are hardly accounted for in the model.

Regional labour market models

The other Dutch spatial economic models that are available for estimating indirect effects all focus on labour markets, which are important as most market imperfections may be expected to occur there. Examples are the Regional Labour Market Model (RAM) and the Commuting Location Model. RAM aims at the estimation of the regional distribution of population and employment, accounting for their mutual influence (see Verkade and Vermeulen 2004). Labour participation, commuting and unemployment are linked to the regional distribution of economic activity. National economic development, however, is taken as given. Therefore, also the RAM model is mainly suited for the calculation of distributive effects rather than generative effects. The same is true for the Commuter Location Model, which specifically aims at the residential location choice (migration) of the working population (see Elhorst and Oosterhaven 2004). It is a partial model that can be used in addition to other spatial economic models. This can only be done correctly when special attention is paid to the danger of double counting the welfare effects of spatial policy interventions.

Market imperfections and international effects in spatial models

To assess the extent to which Dutch spatial economic models account for market imperfections and international effects, we give an overview of whether and how these effects are handled in Table 1. The following imperfections and effects are covered:

- price ≠ marginal cost on product markets, both as a result of taxation and subsidies, and as a result of economic profits and losses in non-competitive markets
- economies of scale in production, both internal and passed on from other firms, i.e. cluster economies and agglomeration economies
- product differentiation that improves the quality of the match between the demand and supply of goods
- the qualitative matching of labour, which may improve as a result of changes in the size of the accessible labour market (spatial range of the labour market)
- the quantitative matching of labour, which may improve as a result of changes in the supply of labour (spatial range of labour supply)
- limited demand-to-supply matching as a result of wage rigidities and immobility of labour demand and supply across regions
- knowledge and innovation spillovers between economic agents outside market transactions. although spillovers are external effects, they primarily take place between companies and are therefore included in this overview
- international relocation of production and labour (in a direct sense)
- macro-economic feedbacks from international relocation and domestic generative effects
- land market zoning restrictions and industrial site subsidies for companies
- land market zoning restrictions and land and housing subsidies for households

If these market imperfections and international effects are not incorporated, the model outcomes may still enable the calculation of the additional welfare effects that result from them (indicated by +). For example, starting with
the changes in employment by region that follow from a certain model, the change in the amount of unemployment benefits that follows may be calculated outside the model, enabling the estimation of related additional welfare effects. If market imperfections and international effects are incorporated in the spatial model, this may either be done in an ad hoc manner (indicated by \( ++ \)) or in a theoretically ideal manner (indicated by \( +++ \)). Below we explain the scores in Table 1 for each of the models.

### Product market imperfections, agglomeration economies and knowledge spillovers

Additional welfare effects of market imperfections in product markets can be derived from most of the models that explicitly model product markets, either by a quasi production function, an input-output model or an equilibrium approach. In most cases, the additional welfare effects from non-perfect competition (profits or losses) can be derived outside the spatial models from the production levels per sector. \( \text{RAEM} \) is the only model that explicitly models monopolistic competition, following the Dixit-Stiglitz (1977) approach. It does so for 14 distinguished product markets. In addition, markets disturbances that result from product-specific taxation or subsidies can be added ex post to all these models.

The level of competition in product markets also determines the level of economies of scale in \( \text{RAEM} \). In most other models, economies of scale are set equal to agglomeration economies, which in general are modelled as an effect of the proximity to other economic activities. Product differentiation is only explicitly modelled in \( \text{REMI} \) and \( \text{RAEM} \) by using a variable number of products in several markets. Additional welfare effects that are the result of an increase in product differentiation cannot be derived in any other way. Knowledge and innovation spillovers are not treated in any of the Dutch spatial models. The fact that these spillovers occur outside market transactions, and therefore should be considered as external effects, may be a reason for this. Extensions of the models in this direction are desirable to account for these spillovers in social CBA’s of spatial policy interventions.

### Labour market imperfections in prices and quantities

The extent to which labour market rigidities are modelled varies largely between the models. \( \text{RAEM} \) shows theoretically the most appropriate way in modelling imperfections on the labour market by linking commuting and migration to transport cost and by explicitly modelling taxes and unemployment benefits. Thus, the regional match between supply and demand is made explicit, as well as the consequences in terms of taxes and unemployment benefits. Since \( \text{RAEM} \) does not distinguish between educational levels, the welfare effects of the qualitative match of labour are not taken directly into account.

The \( \text{REMI} \) model also scores relatively well in enabling the estimation of additional welfare effects, but it does not explicitly model labour market rigidities. However, by accounting for an adaptation process of wages, among

### Table 1: Spatial models per type of market imperfection

<table>
<thead>
<tr>
<th>Product markets</th>
<th>Production functions</th>
<th>Input-output models</th>
<th>Equilibrium models</th>
<th>LU 14 models</th>
<th>Labour markets</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Price≠marginal cost</strong></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>0</td>
</tr>
<tr>
<td><strong>Economics of scale</strong></td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>+++</td>
<td>0</td>
</tr>
<tr>
<td><strong>Product differentiation</strong></td>
<td>0</td>
<td>0</td>
<td>+++</td>
<td>+++</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Labour market rigidities</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Spatial range: quality</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td><strong>Spatial range: quantity</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td><strong>Demand-to-supply matching</strong></td>
<td>+</td>
<td>0</td>
<td>++</td>
<td>+++</td>
<td>+</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Knowledge/innovation spillovers (external effects)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>International effects</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td><strong>Direct relocation of production and labour</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
<tr>
<td><strong>Macro-economic feedbacks</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Land market: zoning restrictions and subsidies</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Companies</strong></td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>0</td>
</tr>
<tr>
<td><strong>Households</strong></td>
<td>0</td>
<td>0</td>
<td>++</td>
<td>+</td>
<td>++</td>
</tr>
</tbody>
</table>

- Market imperfection is not taken into account, additional welfare effects can not be derived from the indirect effects as calculated by the model.
- Market imperfection is not taken into account, additional welfare effects can be derived from the calculated indirect effects (danger of double counting!).
- Market imperfection is taken into account in a simple (ad hoc) manner.
- Market imperfection is taken into account explicitly and theoretically correct.
other economic variables, and by distinguishing between different educational levels (qualitative match of labour), additional welfare effects from these market imperfections can be derived. The labour market models generally go no further than to estimate levels of regional employment and regional population, on the basis of which additional welfare effects can be calculated under explicit assumptions of no wage changes and unemployment changes.

International effects and macro-economic feedbacks
It is remarkable that international effects are hardly given attention in most of the Dutch spatial economic models. For a small open economy, international effects may well have a large influence on social costs when new transport infrastructure links the national transport network to international networks, or when it attracts foreign companies. The reason for the lack of attention for international effects is that most Dutch spatial models focus on a very detailed regional partition for which only national data are available. Collecting of this kind of data for external regions involves relatively much effort (cost) compared to the expected changes in model outcomes (benefits).

Two models pay rather much attention to international effects. EiS® looks at international effects in a qualitative manner, while the REMI-NEI model deals with international effects in a structural way, which also enables the calculation of feedback effects of the international relocation of production and labour on the national economy. MOBILEC models international effects related to the (relative important) German and Belgium border regions.

Land market: zoning restrictions and subsidies
The only model that explicitly accounts for zoning restrictions and land subsidies for companies is the TIGRIS XL model. This model is specifically aimed at location choices by companies, for which several assumptions can be applied in the model. Developments in land-use are described in detail. For the estimation of additional welfare effects, additional assumptions must be made about land prices, which are not included in the model. For the housing market, the development of housing prices is explained by the development of demand and supply of housing, taking account of zoning restrictions and subsidies. All other models, with the exception of the Commuter Location Model, do not model zoning restrictions and subsidies on the real estate or housing market. However, using model outcomes on regional population and employment, additional welfare effects may be derived from most spatial models by adding additional assumptions outside the models with regard to the demand and supply of housing and real estate, given certain zoning restrictions or subsidies.

Scientific quality of the Dutch spatial models
Although spatial models may claim to be able to estimate several indirect effects on a number of markets, the scientific quality of the way in which these effects are modelled varies. We define scientific quality by the plausibility of the model assumptions, the extent to which the model is theoretically up-to-date, the way in which effects are adjusted over time, and whether the model is empirically validated and can be verified on the basis of available documentation.

All Dutch spatial economic models use a theoretical structure to build empirical relationships. However, not all the model structures are equally advanced. RAEM-2 stands out as a spatial general equilibrium model explicitly derived from profit and utility maximizing behaviour, with a number of central elements from the ‘new economic geography’ (Fujita, Krugman & Venables 1999). The REMI-NEI model uses the rather traditional input-output framework, but in a very advanced manner, enabling interactions between several markets. It therefore comes close to a general equilibrium framework, except that model equations are not structurally derived from micro-economic theory. TIGRIS XL uses a theoretically up-to-date land-use/transport interaction approach, but the empirical reduced form equations are kept very simple. RAM and REGINA use theoretically up-to-date structures in which accessibility affects the regional distribution of production, but the models at large are not suitable for estimating generative effects, i.e. production growth. MOBILEC builds an impressive framework of several markets, but the assumptions on the interactions between the markets are rather simple. The EiS® method only uses a traditional input-output model to capture product markets, while indirect effects are further determined in a non-structural manner, using qualitative research techniques.

The development of the effects in time, i.e. the adjustment processes in the economy, are well captured by TIGRIS XL, MOBILEC and RAM, and potentially by EiS® in a qualitative way, but are absent in RAEM-2, REGINA and the Commuter Location Model. In these latter models, the comparative static equilibrium is calculated directly, not showing the adjustment processes that take place. TIGRIS XL uses an iterative process to capture the mechanism in which indirect effects are passed on to different markets. MOBILEC explicitly models time-paths for adjustment processes. RAM allows for a distinction between short-term and long-term adjustments. REMI-NEI claims that adjustment processes can be based on the interactions between market modules in the model, but it is not clear whether and how this has been realised in the current version of the model. Modelling the adjustment process outside the model is possible for all models, including RAEM-2, REGINA and the Commuter Location Model.

For most models it is not completely clear whether the model equations have been empirically validated. Exceptions are TIGRIS XL, for which the empirical validation is the basis on which the model is developed, and the Commuter Location Model. For MOBILEC and REMI-NEI it is clear that a number of relations are based on Dutch data, but others are based on parameters from other studies, in the case of REMI-NEI mainly on studies from the US. The main reason why it is not always clear whether the models are empirically validated, is that the documentation of the models in a number of cases is very limited. This is mainly the case for REGINA, EiS®, and RAM, and to a lesser extent for RAEM-2 and REMI-NEI.
Practical usefulness of the Dutch spatial models

Most of the existing Dutch spatial models are only suited to show the distribution of the indirect effects of spatial policy interventions among economic agents. \textsc{raem-2} and \textsc{reemi} are the only models that explicitly enable the estimation of generative effects. \textsc{raem-2} has the advantage that additional welfare effects are generated by the model, using utility and profit maximisation functions. The disadvantage of this approach is that additional welfare effects cannot be distinguished from the direct welfare effects. All other models can only produce an estimation of additional welfare effects by ex post calculation, based on the estimated indirect effects and additional assumptions on the size of the relevant market imperfections.

If we consider the number of markets and market imperfections that are covered by the models, then \textsc{reemi}, \textsc{raem-2} and \textsc{eis} stand out as most complete. \textsc{raem-2} has the disadvantage that international effects are not included. \textsc{regina} is mainly focussed on product markets, \textsc{tigris} on land markets and the Commuter Location Model on commuting and migration.

With regard to the type of transport and transport infrastructure that can be handled by the models, only a few models show limitations, mainly as a result of insufficient regional detail. \textsc{eis} requires much additional fieldwork to attain that regional detail, especially in the case of line transport infrastructure. \textsc{reemi} only has seven main regions for the Netherlands, which will give a rather crude approximation in the case of line transport infrastructure.

Required extensions and improvements

To enable the calculation of additional welfare effects based on a structural analysis of indirect economic effects of spatial policy interventions, a number of extensions and improvements in existing Dutch spatial models are desired. First, there is not one model that explicitly treats knowledge and innovation spillovers. Also, the costs of taxation to finance investments in transport infrastructure are hardly treated by the existing spatial models. A second type of improvement is modelling the link between product markets and labour markets on the one hand, and housing and real estate markets on the other hand. That would ideally imply an endogenous connection between the general equilibrium approach for product markets and labour markets, as shown by \textsc{raem-2} and approximated by \textsc{reemi}, and a land-use/transport interaction model like \textsc{tigris xl}. Finally, there is a need for a validation of existing model relations. Insufficient validation causes serious doubts about the model results.

Conclusion: combining different models

The Dutch spatial models that are treated in this contribution vary greatly in terms of completeness, scientific quality and practical usefulness. None of the models is ideal for estimating the additional welfare effects needed for a social \textsc{cba} of investments in transport infrastructure or other spatial policy interventions. The \textsc{reemi} and \textsc{raem-2} model stand out by the number of markets and indirect effects that are modelled, but none of the models account for all relevant effects. The documentation of most models is rather limited, and certainly not complete enough to determine their scientific quality. Finally, the practical usefulness is limited in a number of cases, as not all models are applicable to all types of infrastructure.

Therefore, in practice, a number of these models are used together to estimate the full array of indirect effects. Here the same problem arises as in the case of non-structural approaches: combining the outcomes of several independent models may easily lead to undercounting or double counting effects, as feedback mechanisms and interactions between markets that appear in the different models are not fully captured or are captured in more than one model. The following two conditions are crucial to avoid this:

1. The endogenous output of the first model must be used as the exogenous input for the next model;
2. The estimation of each endogenous variable is done by one spatial model only.

Both conditions are generally met for different modules of the same model, but when separate models, developed for different purposes, are combined, these conditions are only met by coincidence.

A randomly chosen example may illustrate the problem. The use of endogenous transport costs from the spatial transport models, such as \textsc{lms} (for passengers) or \textsc{smile} (for freight), as the exogenous input for the spatial economic models, such as \textsc{reemi} or \textsc{raem-2}, may easily lead to problems. \textsc{reemi} and \textsc{raem-2} both generate changes in interregional trade that (implicitly) generate changes in freight transport, while \textsc{raem-2} in addition generates changes in interregional commuting that (implicitly) generates changes in passenger transport. However, \textsc{lms} and \textsc{smile} also estimate these changes (differently), and thus the changes in transport cost will no longer be consistent with the changes in transport demand and production.

Only when specifically developed additional modules are used in combination with a single large model, such problems can be avoided. An example of such a combination is the use of the Commuter Location Model in combination with \textsc{raem-1}, in which the labour market had been modelled unsatisfactory (see Oosterhaven and Romp 2003). A method to reduce problems in connecting direct and indirect effects can be the iterative use of spatial transport models and spatial economic models in attaining spatial general equilibrium (see Oosterhaven et al. 1998).

A ready method to avoid double counting of effects or ignoring relevant effects is not available, but awareness of the problem and of its serious consequences for social \textsc{cba} is a necessary condition to avoid these problems. Finally, it must be emphasised that the effects of spatial policy interventions are generally modelled in different ways in different existing spatial models. Consequently, the empirical outcomes for the relevant effects will be different when using different models. A possible use of these differences in outcomes is to interpret them as a indication of the underlying real uncertainty about the size of these effects.
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